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Abstract

Research on morality has increased rapidly over the past 10 years. At the
center of this research are moral judgments—evaluative judgments that a
perceiver makes in response to a moral norm violation. But there is sub-
stantial diversity in what has been called moral judgment. This article offers
a framework that distinguishes, theoretically and empirically, four classes of
moral judgment: evaluations, norm judgments,moral wrongness judgments,
and blame judgments.These judgments differ in their typical objects, the in-
formation they process, their speed, and their social functions. The frame-
work presented here organizes the extensive literature and provides fresh
perspectives on measurement, the nature of moral intuitions, the status of
moral dumbfounding, and the prospects of dual-process models of moral
judgment. It also identifies omitted questions and sets the stage for a broader
theory of moral judgment, which the coming decades may bring forth.

293

A
nn

u.
 R

ev
. P

sy
ch

ol
. 2

02
1.

72
:2

93
-3

18
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

 A
cc

es
s 

pr
ov

id
ed

 b
y 

10
0.

10
.9

.2
53

 o
n 

01
/0

6/
21

. F
or

 p
er

so
na

l u
se

 o
nl

y.
 

mailto:bfmalle@brown.edu
https://doi.org/10.1146/annurev-psych-072220-104358
https://www.annualreviews.org/doi/full/10.1146/annurev-psych-072220-104358


Contents

INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294
WHAT IS (ARE) MORAL JUDGMENT(S)? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294
MORAL JUDGMENTS: AN ORGANIZING FRAMEWORK . . . . . . . . . . . . . . . . . . . . 295

Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
Norm Judgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296
Wrongness Judgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297
Blame Judgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299
Features of Four Moral Judgments in Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302

ALMOST MORAL JUDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
Moral Character . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
Punishment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304

APPLYING THE FRAMEWORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306
Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306
Moral Intuitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
Moral Dumbfounding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 308
Dual-Process Models Reconsidered . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

INTRODUCTION

Moral psychology has gained significant presence over the past decade, showing a fourfold increase
in the number of published articles across numerous journals in psychology (see Supplemental
Appendix 1). Several Annual Review of Psychology articles from the past decade have covered as-
pects of moral behavior such as altruism (Kurzban et al. 2015), prosociality (Hare 2017, Keltner
et al. 2014), and cooperation (Tomasello & Vaish 2013), and two additional reviews have focused
on moral justification of behavior (Mullen & Monin 2016) and on the role of religion in moral
behavior (Bloom 2011). But moral behavior is only one side of moral psychology. Another is moral
cognition, which encompasses the psychological processes that allow people to recognize, inter-
pret, and evaluate moral and immoral behavior.

Perhaps the core concept of moral cognition is moral judgment. A remarkable variety of
moral judgments have been investigated: from evaluating behaviors as right or wrong to making
inferences about a person’s moral character to endorsing values or policies. Understanding moral
cognition requires understanding how these kinds of moral judgments both differ from one
another and relate to other phenomena, such as norms, emotions, and punishment. This article
offers a framework to organize the literature on moral judgment by distinguishing between four
major classes of moral judgment that differ in their typical objects of judgment, the information
they process, and their social functions. After reviewing research that supports such classes of
moral judgment, I test the value of this framework in addressing thorny questions of how to
measure moral judgment, what moral intuitions are, whether people suffer from moral dumb-
founding, and the promise of a dual-process approach to moral judgments. I must omit many
topics, including the controversial involvement of affect and emotion in moral judgment, which
would warrant its own review.

WHAT IS (ARE) MORAL JUDGMENT(S)?

With as prominent a term as moral judgment, we might expect converging definitions and mea-
surements. But what falls under this term is strikingly diverse. Consider a selection of measured
variables below (with only one representative citation for each):
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Responsibility: term
with many meanings,
including causality;
obligation (“our
responsibilities”);
capacity to make
moral decisions;
deservingness of
blame (“Who is
responsible?”)

Evaluative
conditioning:
Pavlovian learning in
which evaluation of
stimulus A is
transferred to
evaluation of B when
A and B are paired

Electromyogram
(EMG): recording of
electrical activity
produced by skeletal
muscles, such as facial
muscles

� how “negative or positive” (Cannon et al. 2011) or “bad” a behavior is (Zalla et al. 2011);
� whether one is “disapproving of” a behavior (Van Dillen et al. 2012);
� whether a behavior is “wrong” (Schnall et al. 2008), “morally wrong” (Wheatley & Haidt

2005), or “OK” to “extremely wrong” (Cheng et al. 2013);
� whether a behavior is “acceptable” versus “forbidden” (Young et al. 2012), “permissible,”

(Mikhail 2011), or “appropriate” (Greene et al. 2001);
� whether a described agent “should” act a certain way (Gold et al. 2015) or whether a choice

is “obligatory” (Koralus & Alfano 2017);
� how “blameworthy” a behavior is (Siegel et al. 2017), how “morally blameworthy the agent

is” (Young et al. 2010), or “[h]ow much blame [agent] deserves” (Cushman 2008); and
� how immoral the agent is (Royzman et al. 2011).

The above list omits positive moral judgments (far less frequently studied than negative ones)
and value judgments, both of which are beyond the scope of this review. The list also omits mea-
sures of responsibility, a term that was common in the moral psychology literature of the 1970s to
1990s but, suffering from serious ambiguities (Gailey & Falk 2008, Guglielmo 2015), has been al-
most entirely abandoned in recent moral psychology research. Despite these omissions, the wide
range of measures for allegedly the same phenomenon of moral judgment is remarkable. Some
scholars have taken note of this diversity and treated it as a methodological challenge (Barbosa &
Jiménez-Leal 2017, Bartels et al. 2015, Kahane & Shackel 2010, O’Hara et al. 2010). But it is a
theoretical challenge as well, as the divergent measurements prevent us from generalizing findings
from one study to the next and have led to substantial disagreement over whether there is any-
thing unifying about moral judgment (for contrasting views, see Goodwin 2017, Gray et al. 2014,
Sinnott-Armstrong & Wheatley 2012). In the absence of consensus, Sinnott-Armstrong (2016,
pp. 350, 351) suggests that “moral science needs to shift towards taxonomic rigor” by “drawing
distinctions among different kinds of moral judgments.” This review offers a framework of such
distinctions.

MORAL JUDGMENTS: AN ORGANIZING FRAMEWORK

The focus of this section is on research regarding judgments a perceivermakes about amorally sig-
nificant event (e.g., an action or accident) and evidence for the varied psychological responses that
flow from this event and generate distinct moral judgments. Four major classes of such judgments
have received substantial attention in moral psychology research: evaluations, norm judgments,
wrongness judgments, and blame judgments. Figure 1 organizes these four classes of judgment,
hinting at a potential hierarchy from simple to complex information processing.

Evaluations

The first class of judgment to consider consists of evaluations of good and bad, positive and nega-
tive. Evaluations represent one of the most basic human responses, can be easily transferred from
one object to another through evaluative conditioning (De Houwer et al. 2001), and can be made
about virtually anything: from written characters, sounds, and objects all the way to human deci-
sions, unintended outcomes, persons, and groups.Evaluations ofmoral stimuli in particular exhibit
very fast onset—within 300–600 ms when measuring the earliest electrophysiological responses
(Leuthold et al. 2015, Yoder & Decety 2014) and within 1,000 ms when measuring facial elec-
tromyogram (EMG) responses (’t Hart et al. 2018). It seems clear that the brain can quickly,
under favorable conditions, distinguish bad from good stimuli. Whether these early evaluation
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Evaluative priming:
response to a target
stimulus is faster if
preceded by another
stimulus (prime) of the
same valence as the
target

Trolley dilemma:
a train is destined to
kill five people; should
one switch it onto
another track where it
kills only one person?

Evaluations
Bad

Negative

Blame judgments

Norm judgments
Permissible Forbidden

Obligatory

Wrongness judgments

Morally wrong Immoral

Reproach Blame

Figure 1

Four major classes of moral judgment prominent in current moral psychology research.

stages are genuinely moral may be doubted, but even if the earliest evaluative processes do not yet
specifically code for moral valence, they quickly prepare the organism to process the stimulus for
potential moral significance. Likewise, whether fast (moral) evaluations constitute genuine judg-
ments may be doubted, but they enable people to make subsequent conscious judgments of moral
badness, which are themselves quite fast, taking approximately 1,600 ms (Cusimano et al. 2017).

Evaluation is typically considered fundamentally affective, but that need not always be the
case. If affect encompasses both valence and arousal, consciously experienced (Russell & Barrett
1999), then evaluation based solely on valence may not yet constitute affect and preconscious
evaluation would not be an affective experience. Indeed, evaluative priming can occur without
feelings (Niedenthal et al. 2003); very early markers of evaluation seem to emerge faster than
markers of emotional arousal (Gui et al. 2016); and people seem to make badness judgments faster
than they report feelings or specific emotions (Cusimano et al. 2017).

Fast moral evaluation cannot take all morally relevant information into account.When people
witness a prototypical norm-violating behavior such as a shove to the ground, they may rapidly
evaluate it as bad, but their judgment may change once they process the person’s goal (e.g., to
hurt or save the other) or assess the amount of damage done. Morally relevant information itself
unfolds over time—whether as live behavior or as words in a narrative—and further information
integration does, too. Fast evaluation of negative events may therefore initiate additional infor-
mation processing, enabling more elaborate moral judgments (Guglielmo 2015).

Norm Judgments

A second large class of moral judgment may be termed norm judgments—whether something is
permissible, required, forbidden, and so forth. Such judgments were made famous in moral psy-
chology by research into the trolley dilemma and related moral dilemmas (Christensen &Gomila
2012, Greene et al. 2001, Mikhail 2011). In most of these dilemmas, the protagonist contem-
plates an action that sacrifices one life but saves multiple other lives. In such dilemmas, moral

296 Malle

A
nn

u.
 R

ev
. P

sy
ch

ol
. 2

02
1.

72
:2

93
-3

18
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

 A
cc

es
s 

pr
ov

id
ed

 b
y 

10
0.

10
.9

.2
53

 o
n 

01
/0

6/
21

. F
or

 p
er

so
na

l u
se

 o
nl

y.
 



Deontic logic: refers
to logical systems that
formalize reasoning
about obligations,
prohibitions, and
permissions

perceivers are placed into the moment before the protagonist makes the deeply conflictual deci-
sion and are asked to make a norm judgment, of which numerous variants exist (Christensen &
Gomila 2012, pp. 1257–58): “Is it morally permissible to. . . . ,” “Is it appropriate [for you] to . . . ,”
or “Should [he]. . .?” Some studies have asked for first-person predictions (such as “Would you
perform the described action?”), effectively measuring imagined moral decision making rather
than moral judgment. Decision-making questions, however, do not seem to trigger the same pro-
cessing (Schaich Borg et al. 2006) and do not lead to the same patterns of results (Gold et al.
2015, Tassy et al. 2013), supporting the conceptual division between moral judgments and moral
decisions, which is also supported in virtual reality experiments (Francis et al. 2016).

Most of the norm judgment probes (e.g., permissible, forbidden) refer to concepts investi-
gated in a long tradition of work on deontic logic (McNamara 2006) but rarely examined for their
distinct psychological characteristics (but see Janoff-Bulman et al. 2009). The major categories
are permissions (acceptable, permissible), prescriptions (appropriate, should), and prohibitions (forbid-
den). In deontic logic, these categories are strictly related—for example, A is permissible ↔ A is
not forbidden. However, a well-studied wording effect in survey research shows that this equiva-
lence does not hold in ordinary people’s judgments (Holleman 1999). A new avenue of research
would be to carefully examine people’s psychological interpretations of the various types of norm
judgments.

The major point here is that norm judgments are rather different from moral evaluations.
Norm judgments invoke the standards against which evaluations are measured and thus set the
context for any judgments that are to be called moral (Nichols & Mallon 2006). Moreover, peo-
ple will explain or defend an evaluation by referring to norms, and sometimes to more abstract
concepts such as values and virtues.

Whereas badness has a continuous range, most norm judgments appear to be categorical
(something is forbidden or not, permitted or not). A linguistic analysis using the one-billion-
word Corpus of Contemporary American English (COCA; Davies 2008) allows us to compare
occurrences of bad and permissible in phrases that indicate continuous degrees, such as “how
bad/permissible . . . ,” “pretty bad/permissible,” or “worse/more permissible.”Whereas bad occurs
216 times more often in continuous than categorical use, for permissible and other norm judgments
this ratio is between 0.2 and 1.5 (see Supplemental Appendix 2 for details).

In addition to this tendency toward categorical use, norm judgments seem to differ from eval-
uations in two other respects. First, whereas evaluations can be about any kind of event, norm
judgments typically take intentional actions as their objects. In fact, as instructions to (not) act a
certain way, norm judgments presuppose that the agent can intentionally initiate (or avoid) said ac-
tion. Second, norm judgments are instructions that guide action, so they are often invoked before
the action is performed. In line with these two characteristics, almost all moral dilemma studies
have probed norm judgments before the protagonist’s actual decision. Their future-directed fo-
cus on intentional action makes norm judgments ideal vehicles for social acts of warning, advising,
teaching, and persuading.

Wrongness Judgments

May (2018, p. 52) calls the phrase That’s just wrong the “paradigm moral judgment.” Wrongness
judgments have certainly been heavily used in moral psychology.One reason for such prominence
is thatHaidt (2001), in his seminal conceptualization ofmoral judgments, characterized wrongness
judgments as intuitions.His proposal was that,when encountering amoral violation, “many people
say something like, ‘I don’t know, I can’t explain it, I just know it’s wrong”’ (Haidt 2001, p. 814).
Subsequently, almost all studies on violations of purity norms relied on judgments of (morally)

www.annualreviews.org • Moral Judgments 297

A
nn

u.
 R

ev
. P

sy
ch

ol
. 2

02
1.

72
:2

93
-3

18
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

 A
cc

es
s 

pr
ov

id
ed

 b
y 

10
0.

10
.9

.2
53

 o
n 

01
/0

6/
21

. F
or

 p
er

so
na

l u
se

 o
nl

y.
 

https://www.annualreviews.org/doi/suppl/10.1146/annurev-psych-072220-104358


False alarm: in a task
of discriminating a
signal from noise,
falsely designating a
noise stimulus to be
signal

Miss: in a task of
discriminating a signal
from noise, failing to
detect a signal,
believing it to be noise

wrong to examine how people respond to such violations (for reviews, see Giner-Sorolla et al.
2018, Landy & Goodwin 2015).

To understand what makes wrongness judgments the measure of choice for so much of moral
psychology research, we need to identify the features that make these judgments distinct. First,
judgments of moral wrongness specifically flag intentional violations (Cushman 2015a, Malle
et al. 2014, Patil et al. 2017). In a randomly drawn sample of 100 uses of the phrase “morally
wrong” in COCA, a single one referred to an arguably unintentional behavior (see Supplemental
Appendix 3 for details). In line with this pattern, the subset of moral psychology studies that most
frequently use moral wrongness measures—studies on impurity and disgust—almost exclusively
contain intentional violations.

While many events can be “bad,” such as breaking one’s leg or telling an unfunny joke, only
those that violate a moral norm are morally wrong (Cameron et al. 2017), such as breaking some-
one else’s leg or telling a racist joke. Combining this with the intentionality feature, wrongness
judgments typically convey that the perceiver negatively evaluates an intentional action that vi-
olated a moral norm (Malle et al. 2014, Patil et al. 2017; see Supplemental Appendix 4 for lay
definitions of wrongness that support this conception). When the act’s intentionality is easily de-
tectable and the connection to a moral norm is clear, wrongness judgments can arise quickly and
implicitly. Cameron et al. (2017) presented participants with words denoting morally wrong ac-
tions or neutral actions and asked them to decide whether each word “represents an action that is
morally wrong” or not. Almost 80% of people were able to make wrongness judgments in under
500 ms on average. At this speed, however, they showed false-alarm rates of 32% and misses of
30%. These errors reduced to 10% and 12%, respectively, when the response window was ex-
tended to 800 ms, but people were still able to make wrongness judgments in 555 ms on average
(see Supplemental Appendix 5 for details).

Is there empirical evidence for a dissociation between wrongness judgments and evaluations?
Linke (2012) asked people to make judgments of a hypothetical norm violation (theft of clothing
valued at $1,000) committed by one’s mother, a classmate, or a foreigner.Among several dependent
variables, the researcher asked how bad the behavior was and how morally wrong it was. Only
badness judgments were sensitive to variations in the perpetrators’ social closeness (e.g., mother
versus stranger), whereas wrongness judgments were constant across closeness. This finding may
indicate that wrongness judgments capture action types (largely independent of who performs
the action), whereas badness judgments respond to the specifics of the given agent, behavior, and
outcome; as such, badness judgments may combine facts and feelings, including more positive
feelings toward close others.

Even though wrongness judgments may be less sensitive to who performed a given action,
they are sensitive to why the agent did it—probing the offender’s mental states (Cushman 2015a).
These mental states help determine the seriousness of the transgression (Young et al. 2010), but
more importantly they tell us the agent’s reasons for transgressing. Some reasons might actually
justify the transgression (Riordan et al. 1983): It is morally wrong if a father hurts his daughter, but
not so when he is hurting her because he is plucking sea urchin spines out of her foot to prevent
an infection. It is morally wrong to injure or kill another person, but not if it is in genuine self-
defense. Consideration of specific and potentially justifying reasons for acting may differentiate
wrongness judgments from most norm judgments.When a norm is declared (e.g., “Attendance is
required”), the agent’s reasons are typically not part of the action description. In fact, some actions
may be identified as generally forbidden but not morally wrong, if, in a particular case, they are
performed for justified reasons (Nichols & Mallon 2006).

Though systematic studies contrasting the elements of norm judgments and wrongness judg-
ments do not exist, there are initial indications for a dissociation between the two. Malle et al.
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Moral luck: when
actors A and B perform
exactly the same action
but A’s action causes a
morally negative
outcome while B’s
action does not

(2015) presented participants a “switch” trolley dilemma and asked some of them whether the
act of switching (saving many but with the unintended consequence of letting one person die)
was permissible or not; 65% affirmed that it was. Other participants were told the protagonist’s
decision (either to switch or to withhold action) and asked to indicate whether the decision was
morally wrong. Ifmorally wrongwere the complement of permissible (i.e., impermissible), we would
expect approximately 35% of participants to consider switching morally wrong, but 49% did (and
only 15% considered not switching morally wrong). Furthermore, Voiklis et al. (2016), using the
same data set, content-coded participants’ answers to the question “Why does it seem [permis-
sible | morally wrong] (or not) to you?” The patterns of people’s explanations were significantly
different across judgments: Permissibility judgments were explained predominantly by good or
bad consequences (which may ground norms), whereas wrongness judgments were explained less
by consequences and more by referring directly to norms and mental states.

Other studies did not provide clear evidence for separability. O’Hara et al. (2010) found highly
similar ratings for whether a variety of violations were wrong, inappropriate, forbidden, or blame-
worthy. Similarly, Barbosa & Jiménez-Leal (2017) found no mean differences among ratings of
wrong, blame, impermissible, unacceptable, and should. And Kneer & Machery (2019) found that rat-
ings of permissible,wrong, and blameworthy all differentiated similarly (and modestly) between cases
of moral luck, though the effect size for permissibility was overall smaller than the effect size for
blame and wrongness judgments.

These results cast some doubt on the separability of permissibility and wrongness judgments,
but specific features in these studies may have inhibited such separability. First, judgments were
made about actions that the person had already performed, which occurs more frequently for
uses of wrong in English than for permissible (see Supplemental Appendix 6). Thus, the consis-
tent backward-looking formulations may have encouraged people to interpret the permissibility
probes just like the wrongness probes. Second, participants were asked to use rating scales for
all judgments, even though wrongness and especially permissibility are often treated as categorical
judgments (see Supplemental Appendix 2). Better than speculation, of course, would be a com-
prehensive comparison between these two types of judgments across experimentally manipulated
natural linguistic contexts (preaction versus postaction), question format (dichotomous versus rat-
ings), and various information inputs.

Finally,what are the social functions ofmoral wrongness judgments?Whereas norm judgments
will often be used to announce a norm and to warn, persuade, or teach another person, the present
analysis suggests that wrongness judgments announce the detection of a norm violation, declare
the violation to be intentional, and may presuppose the absence of a justification. Research to
examine these hypothesized functions is clearly needed.

Blame Judgments

Moral wrongness judgments merge evaluations and norm judgments of intentional actions. Blame
judgments1 build on all three processes. An initial blame value is hypothesized to be formed from
evaluations and wrongness judgments in light of the seriousness of the violated norm (Alicke 2000,
Malle et al. 2014). But blame judgments provide significant extensions: One is to fully incorporate
the notion of justification; a second is to handle unintentional norm violations. Blame achieves

1I set aside a simpler use of blame that refers to “who is to blame?” when multiple candidate agents are consid-
ered as the cause of a violation. I also set aside nonagentic uses of blame, such as when “four lives were blamed
on the hurricane.”
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Counterfactuals:
thoughts about events
or actions that did not
occur but could have
occurred or could have
been performed

these extensions by processing multiple sources of information, including the agent’s causal con-
tributions to the event, reasons and their potential justification, and counterfactuals about what
the agent could and should have done differently (Cushman 2008, Laurent et al. 2016,Malle et al.
2014). Being sensitive to all this information enables blame to be a graded moral judgment that
can express fine-grained moral criticism of the norm violator. A closer look at these extensions
and their basis in information processing is warranted.

Justifications.When people assess a norm-violating behavior, they determine the behavior’s in-
tentionality by considering whether the person wanted to bring about the outcome and had the
requisite beliefs to do so. But people also try to infer exactly what the person wanted and believed.
These motives or reasons allow people to understand why the person acted and to evaluate how
morally justified the action was.When unjustified, reasons can amplify negative moral judgments;
when justified, they can mitigate such judgments (Monroe & Malle 2019, Young et al. 2010).

Self-justifications for one’s actions are sometimes distorted and can facilitate unethical behav-
ior (Shalvi et al. 2015). But if an agent’s justifications are to mitigate other people’s blame, the
justifications must be acceptable to the community, which means they must uphold important
community and legal norms or at least have credible positive consequences for others.

Is the power of justifications limited to blame judgments? Wrongness judgments appear to be
sensitive to justifications, but no direct evidence is currently available. Norm judgments, by con-
trast, rarely take justifications into account, except perhaps for established permission norms such
as self-defense.Recent studies suggest that blame and norm judgments indeed dissociate.Whereas
blame judgments tracked the distinct justifications people granted different agents (human versus
machine agents facing a moral dilemma), norm judgments (what the agent should do) did not
(Malle et al. 2019, Scheutz & Malle 2021).

Unintentional violations. In the classic social psychology of morality, responsibility and blame
were treated as the culmination of moral judgments and applied to both intentional and uninten-
tional violations (Heider 1958, Shaver 1985,Weiner 1995). In the past two decades, the literature
has focused heavily on intentional violations of purity and harm and on decisions in moral dilem-
mas. Even so, studies on moral (un)luck and on the joint consideration of intentions and outcomes
have provided clear evidence that people form moral judgments of unintentional behavior and do
so in differentiated ways (Martin & Cushman 2016, Patil et al. 2017, Young et al. 2007).

Several experiments have independently manipulated an agent’s intention (neutral versus neg-
ative) and the resulting outcome (neutral versus negative), leading to four event types that people
systematically order in their judgments of wrongness and blame:

no violation [ = neutral intention & neutral outcome] < accident [ = neutral intention & negative out-
come]< attempted violation [= negative intention&neutral outcome]< intentional violation [= negative
intention & negative outcome].

Importantly, in studies where different moral judgments were compared, patterns of blame
were more responsive to outcome variations than were wrongness and permissibility judgments
(Cushman 2008, Patil et al. 2017). What causes this difference in outcome responsiveness? One
possibility is that the objects of judgment are distinct. Inmost studies,wrongness and permissibility
probes target the agent’s behavior (“How wrong was [agent]’s behavior?” or “[Agent]’s behavior
was. . . Permissible to Forbidden”), whereas blame probes target the agent (“How much blame
does [agent] deserve?”). These different formulations are not a linguistic confound. If wrongness
and permissibility judgments normally take intentions and actions as their objects, then the probe
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Anchoring effect: the
biasing influence of an
initial representation
on subsequent
judgments (e.g., initial
number representation
on subsequent number
estimates)

must focus on those objects. Blame is broader, inviting consideration of the agent’s mind, the
agent’s action, and its outcomes. It would be natural to ask, “How much blame does the person
deserve for what happened?”But it would be less natural to ask, “Howwrong was what happened?”
In fact, the latter phrase occurred 0 times in COCA and 0 times in the first 50 entries of a Google
search for “How wrong was what. . . . ”

A second, related possibility is that the different judgments have different social functions.
Whereas people use norm judgments to declare and affirm a community’s moral standards and use
wrongness judgments tomark their violations, people use blame to regulate one another’s behavior
(Przepiorka & Berger 2016, Voiklis & Malle 2018). Such regulation must be responsive not only
to intentional actions and their underlying motives but also to unintentional outcomes, since the
perpetrator, and other community members, must be encouraged to prevent such unintentional
violations in the future.

To achieve the regulation of unintentional violations in a fairmanner, people take preventability
information into account—whether the agent could have and should have prevented the outcome
(Catellani et al. 2004,Malle et al. 2014). The could have aspect is people’s assessment that the agent
had the capacity to prevent the outcome, and it modulates moral judgments (Martin & Cushman
2016, Monroe & Malle 2019). This capacity can be cognitive (could the agent have foreseen the
negative outcome?) or physical (could the agent have physically altered the outcome?). The should
have aspect is the assessment that the agent had an obligation to prevent the outcome, and it too
modulates judgments (Kneer &Machery 2019). If both of these counterfactuals are affirmed, then
blame, even for accidents, can be substantial. In this way, blame regulates unintentional behavior
by criticizing what agents did or failed to do and by motivating them to do better next time.

Blame as sophisticated information processing.Of all moral judgments, blame appears to be
the most flexible, complex, and sophisticated. It is most flexible because it can be applied to in-
tentional and unintentional behaviors, actions, mental states, and outcomes. Blame is most com-
plex because, as mentioned above, people integrate morally relevant information from multiple
sources: features of the norm-violating event (e.g., degree of harm), the agent’s causal involvement,
intentionality, the agent’s reasons for acting (if the violation is deemed intentional), and counter-
factual preventability (if the violation is deemed unintentional). One example of both flexible and
complex processing is that people differentiate between agents who think about performing a
norm-violating action, want to perform it, or intend to perform it; their blame judgments linearly
increase across these three levels, over and above general evaluation ratings (Guglielmo & Malle
2019).

The proposal that blame is the most sophisticated moral judgment may be surprising, given
its somewhat tainted reputation. In the “blame game,” people accuse others of wrongdoing while
deflecting or denying their own wrongdoing. Furthermore, consistently unwarranted blaming has
been considered a sign of defective relationships (Fincham et al. 1987), and blaming can become
an expression of hate and destruction (Furlong & Young 1996). But blaming badly in this way
is itself a norm violation—an unjust accusation, a baseless condemnation. People recognize and
spurn such acts of deflection, denial, and hate precisely because they are deficientmoral judgments,
failing to consider the information that make blame judgments complex: Was the agent causally
involved? Did he act intentionally? Could she have prevented the outcome?

When engaging in sophisticated information processing, people usually seek the morally rel-
evant information for blame in an orderly way, from causality to intentionality to either reasons
or preventability (Guglielmo & Malle 2017, Mikula 2003). People update their blame judgments
systematically as soon as information elements change (Monroe & Malle 2017), and they show
no discernible anchoring effect (Monroe &Malle 2019)—an effect that is so often found in other
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Outcome effect:
the influence of the
severity of a behavior’s
outcome (even if
unintended) on
people’s moral
judgments of that
behavior

human judgments (Furnham & Boo 2011). Blame judgments are also surprisingly fast (consid-
ering their complexity). It takes people only 2.5 s to make updated blame judgments after they
receive relevant new information (Monroe &Malle 2017), and across numerous recent studies we
have found that people can make blame judgments within approximately 1,600 ms.

Alicke (2000) proposed a more pessimistic view of people’s blame judgments. In this model, ini-
tial spontaneous evaluations of the norm-violating event influence causal and mental information
processing, which then guides blame judgments. These evaluations can also directly affect blame,
and information processing is conducted afterward so as to confirm the initial evaluations. The
evidence for this model has typically been indirect, showing that experimental manipulations of
outcome or character information (both assumed to trigger spontaneous evaluations) affect causal
and mental processing and/or blame. Accumulated and recent evidence suggests that outcome
effects are weak (Robbennolt 2000) and rely on substantial inferential activity (Kneer & Mach-
ery 2019). Character information, too, triggers a range of inferences (Nadler &McDonnell 2012,
Siegel et al. 2017). If those inferences are not painstakingly measured, experimental results are
often consistent with multiple competing models (Royzman & Hagan 2017). Mediation analy-
ses sometimes suggest a direct effect of outcome or character manipulations on blame and show
blame predicting causal inferences (Alicke et al. 2011), but the patterns are not decisive in favor
of the overall model (Guglielmo 2015). The most direct evidence would come from subtle ma-
nipulations or actual measurements of early spontaneous evaluations (as distinct from blame) and
careful tracking of the time course and accuracy of various ensuing causal and mental inferences,
as well as of blame itself.

Even if we assume, optimistically, that people are able to engage in careful processing en route
to blame judgments, a complex process that considers numerous pieces of information is suscep-
tible to a variety of biases, including motivated cognition (Ditto et al. 2009). For example, people
take life history and biology into account when blaming a person for present-day violations, but life
history is ambiguous and therefore leaves room formotive-serving interpretations (Gill &Ungson
2018). Similarly, people take character information into account when making blame judgments,
and while there is debate over whether this amounts to a bias (Nadler & McDonnell 2012), it
is clear that the information itself—the personality ascription inferred from behavior or other
sources—can be unreliable and distorted. Finally, when people take counterfactual preventabil-
ity information into account, they must construct those counterfactuals, and there is obviously
considerable leeway in inferring what someone could have done or known.

Nonetheless, to serve their critical role in social regulation, blame judgments must be com-
municated to the transgressor or the community. At that point, the judgments are open to others’
scrutiny—to correct false information, identify stereotypical assumptions, or point to flawed con-
clusions. Blaming is costly, for both the blamer and the blamee, and these costs will heighten the
level of scrutiny and the demand for warrant. Arguably, the best warrant for blame judgments lies
in presenting the kind of information that is normally processed to form the blame judgment:
causality, intentionality, reasons, preventability, and the evidence that supports those inferences.
Preparing such warrant and offering verifiable explanations of one’s judgments may sharpen in-
formation processing (Lerner & Tetlock 1999), so the social demand to offer warrant may be par-
tially responsible for the sophisticated information processing underlying many blame judgments
(Voiklis & Malle 2018).

Features of Four Moral Judgments in Summary

We have seen that moral judgments can be categorized into four distinct yet systematically re-
lated classes. Table 1 summarizes the features of these classes, with some features grounded in
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Dispositional
inference:
inference of a stable
characteristic (e.g.,
attitude, personality
trait) from a person’s
behavior

Table 1 Features of four major classes of moral judgments in response to a norm violation

Class of moral
judgment Typical object

Primary information
inputa

Estimated
speed Predominant social functions

Evaluation Anything Behavior, outcome 300–600 ms Tracking of violations, initiation
of information search

Norm judgment Intentional action (not yet
performed)

Action Unknown Teaching, persuading, affirming
of norms

Wrongness
judgment

Intentional action
performed

Action, mental states 800 ms Violation declaration, norm
reminder

Blame judgment Person’s intentional action
or unintentional behavior
plus outcome

Outcome, causality,
intentionality, mental
states, preventability

1,600 ms If public, moral criticism
(second or third person),
regulation of future behavior

aProcessing for all judgments presupposes at least implicit comparison to a norm system.

extant evidence and others more speculative. One might consider the four classes as standing in a
hierarchical relationship, such that the more complex ones build on the simpler, faster ones.How-
ever, very often the information processing flow will respond to a norm violation, in which case
norm judgments have already been implicitly made when the other judgments are formed.When
moral judgments are expressed in social settings, their functions seem to differ as well (though re-
search in this area is scant). Norm judgments serve to persuade others to (not) take certain actions
(“That’s not allowed!”), declare applicable norms (“We don’t approve of this here”), and teach
others (“The appropriate thing to do is. . .”). Wrongness serves mainly to mark a norm-violating
intentional action and perhaps to reject insufficient justifications (“It’s still wrong!”), while blame
criticizes, influences reputation, and regulates relationships.

Judgments of moral character and punishment have been omitted from the discussion so far.
They may not be fundamentally different from moral judgments, but they are different enough
to warrant a separate discussion, to which I turn next.

ALMOST MORAL JUDGMENTS

Moral Character

Character judgments are not assessments of morally significant events (e.g., norm viola-
tions); rather, they are inferences from such events. In contrast to the four moral judg-
ments discussed above, moral character assessments are a form of personality judgment, cen-
tral to person perception (Goodwin 2015). Character assessments therefore come with all the
standard features of dispositional inference, including relative slowness (Malle & Holbrook
2012) and risk of overattribution bias under limited evidence (Ross et al. 1977). Though we
do not know how frequent spontaneous moral character inferences are, we do know that,
when prompted, people’s inferences are sensitive to the agent’s reasons for acting (Martin &
Cushman 2016, Reeder et al. 2002). People’s character inferences seem to be cautious: They are
often close to the scale midpoint (Tannenbaum et al. 2011) and significantly below that midpoint
for unintentional violations (Martin & Cushman 2016).Moreover, character inferences often dis-
sociate from moral judgments. For example, stealing a dead chicken was seen as more immoral
than having sex with a dead chicken, but the latter was judged as more indicative of the person’s
bad or abnormal character (Uhlmann & Zhu 2013).

Some studies suggest that moral character inferences can have an impact on blame, potentially
mediated by emotions (Nadler & McDonnell 2012). The relationships among these processes
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Bayesian rationality:
refers to changing
one’s beliefs in light of
new evidence in
accordance with
principles of
probability theory

may be more complex, however, because the experimental information participants receive about
a person’s character routinely invites a variety of other inferences (e.g., about mental states or
obligations), which then might mediate the effect of perceived character both on emotion and
on blame (Malle et al. 2014, Royzman & Hagan 2017). Indeed, people often integrate character
information with increased mental state inference into moral judgments that conform to Bayesian
rationality (Kim et al. 2020).

In general, the significance of moral character inferences will be predominant in encounters
with strangers and acquaintances, for whom people lack dispositional information; novel character
inferences can then guide people to interact with those persons in the future (Martin & Cushman
2015). In everyday interactions with familiar social partners, character inferences will be infre-
quent (though character knowledge may still be influential), whereas the major moral judgments
of wrongness and blame are impactful for both strangers and close others.

Punishment

In the psychology literature, we are once more confronted with a variety of ways in which pun-
ishment is conceptualized or measured:

1. answering “How much punishment does [agent] deserve?” (Kneer & Machery 2019) or
indicating to what extent one wants to personally punish the offender (Hofmann et al. 2018);

2. recommending formal sanctions, such as jail sentences and fines (Laurent et al. 2014) or
suspensions and demotions (Bauman et al. 2016);

3. assigning “points of disapproval” to another player in an economic game (Dugar 2010);
4. reprimanding a person who littered (Balafoutas et al. 2016) or asking someone to silence

their loud music on a train (Przepiorka & Berger 2016);
5. reducing another player’s monetary payoff in an economic game (Yamagishi et al. 2009);
6. mixing hot chili powder into another person’s drink (Gollwitzer & Bushman 2012) or blast-

ing an unpleasant sound into another person’s headphones (Pedersen et al. 2018);
7. physical abuse, denunciation, or abandonment in close relationships (Fitness 2001);
8. publicly shaming others on the internet (Klonick 2015); and
9. countless forms of formal penalties, discipline, and institutional punishment.

These examples fall into three groups. The first two exemplify punishment recommendations,
the dominant way to measure punishment in the moral psychology literature. Some have a well-
defined currency (example 2), but for others, participants are free to imagine various forms of
punishment, including fines, jail time, shaming, or social exclusion.Given the wide range of possi-
bilities, studies using such measures are difficult to compare. Examples 3 and 4, sometimes labeled
social punishment, are hardly punishing but rather communicate moral criticism (akin to social
acts of blaming) and open the door to a process of correction and reconciliation. Examples 5 and
6 are mild laboratory analogs of destructive punishment, whereas examples 7 to 9 exemplify the
increasingly brutal damage humans sometimes inflict on one another (Farrington 1996),with little
room for reconciliation or negotiation.

When we contrast the above measures of punishment with those of moral judgment listed in
the introductory section, it becomes clear that punishment cannot simply be considered another
moral judgment. Even so, punishment recommendations and blame are often treated as parallel
(Ames & Fiske 2013, Cushman 2008) or are averaged as correlated measures (e.g., Rothschild
et al. 2012). There is no doubt that both social blame and punishment have regulatory and ped-
agogical functions (Cushman 2015b, Malle et al. 2014). Also, like blame, punishment is flexible
in taking into account outcomes, actions, and mental states (Kneer & Machery 2019). However,
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Ultimatum Game:
a proposer offers a
responder a cut of
some amount of
money, (e.g., $4/$10);
both receive money
only if responder
accepts the offer

Third-party
punishment: when a
witness of a norm
violation (e.g., A hurts
B) is unaffected by the
violation but punishes
the norm violator

classic attribution research and recent studies (Bauman et al. 2016, Buckholtz et al. 2015, Cramer
et al. 2014) have shown that punishment recommendations are mediated, not just accompanied, by
blame judgments and that they are more influenced by prior wrongness judgments than the other
way around (Leloup et al. 2018). Thus, punishment, as a recommended or actual moral sanction,
is grounded in moral judgments.

Numerous experimental economics studies have examined punishment behavior in monetary
games, allowing participants to punish other players by reducing their payoffs. For example, when
the responder in an UltimatumGame rejects the proposer’s offer to selfishly split the money (e.g.,
8:2 ratio), neither receives any money, and this rejection is interpreted as costly punishment. It is
punishment because the proposer loses out and costly because the responder loses out.

Approximately half of “unfair” offers (8:2 ratio or worse) are rejected, and research has exam-
ined numerous predictors of these rejection or punishment rates. Here I highlight one pattern
of findings: People will punish the proposer if that is the only option available, but when alter-
natives are given, people prefer them over punishment (FeldmanHall et al. 2018). Furthermore,
granted an opportunity to communicate their disapproval (e.g., by sending a note), people reduce
their accompanying monetary punishment (Xiao & Houser 2005), and people are generally
less harsh and punitive when communicated disapproval is the designated response option,
compared with when monetary punishment is the only option (Leibbrandt & López-Pérez 2014).
Thus, it appears that people care about expressing their moral disapproval one way or another.
Punishment is one way, but people often prefer other ways.

In the Ultimatum Game, the victim of the injustice performs the punishment, sometimes
called second-party punishment. Researchers have also investigated the conditions of third-party
punishment, imposed by unaffected witnesses. Some scholars have argued that there is a strong
incentive in cooperative communities for a witness to punish transgressors (Fehr & Gächter
2000, Gintis 2000). Despite initial support, this hypothesis has been criticized on methodological
(Pedersen et al. 2013), empirical (Kiyonari & Barclay 2008), and theoretical grounds (Baumard
2010, Krasnow et al. 2012). Results show that people (or 15–60% of them, depending on game
structure) choose to punish primarily when no other options are available. When given a choice
between punishing the perpetrator and compensating the victim, they prefer the latter (Chavez
& Bicchieri 2013). When given no chance to punish or compensate but to warn others who will
interact with the transgressor, people select that path (Feinberg et al. 2012). And when offered an
opportunity to later punish an unfair player, approximately 40% of people declare an intention to
do so, but far fewer go through with the intended punishment if they can wriggle their way out
of it (Kriss et al. 2016). Perhaps this reluctance to actually punish is for the better, because Dugar
(2010) showed that, in a group coordination game, groups that had monetary punishment oppor-
tunities (and enacted them) showed worse coordination than groups that had an opportunity to
merely express criticism. Punishment may not be the healthiest path to cooperation.

Outside the boundaries of economics games, Pedersen et al. (2018) tested whether people
would punish (with an unpleasant sound blast) another person who insulted either them or a
friend or stranger. Across multiple studies, victims of the insult punished the insulter, and friends
of the victim did too, albeit to a lesser extent; strangers, however, did not engage in punishment.
When we look outside the laboratory, punishment is generally rare in the ethnographic record
and believed to be rarer yet in presettlement human communities (Guala 2012). Similarly, in to-
day’s public sphere, even norm enforcement of the milder kind is relatively infrequent. Fewer than
15% of people ask a stranger to pick up the litter they dropped (Balafoutas & Nikiforakis 2012).
In the safety of bystanders, enforcement rates can increase to 50%, such as for enforcing the si-
lence rule in train cars (Przepiorka & Berger 2016). Also, people in principle endorse intervening
with a restaurant customer who mistreats waitstaff, but in reality most of them express their moral
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judgment to the victim rather than directly confront the perpetrator (Hershcovis & Bhatnagar
2017).

One conclusion we might draw is that monetary games, where costs are low and precisely
calculable, may not be an adequate model for social punishment in real life. There, punishing
a stranger comes with high cost and high uncertainty and is therefore quite rare. Still rare, but
naturally preferred, is a more civil form of social regulation, namely social blame, expressed to the
offender directly or to other community members. Such regulation sends the important signal of
one’s commitment to moral norms and gives the offender an immediate opportunity to repair the
breach, reducing the costs to both blamer and blamee compared with those of literal punishment.

APPLYING THE FRAMEWORK

Measurement

Given the diversity of moral judgments, some researchers are concerned that “we do not even
know what type of moral judgement subjects are making” (Kahane & Shackel 2010, p. 567). The
present framework begins to address this concern by identifying classes of moral judgment and
their differential features (Table 1). But the next step is to develop measurement standards that
ensure the judgments people make are in fact the judgments we hope to elicit.

One challenge is that, currently, the types of violations researchers present covary with the
kinds of judgments they probe. Moral dilemmas are almost always paired with norm judgments
(permissible, acceptable), purity violations with moral wrongness, and harm and injustice (and most
unintentional violations) most often with blame and punishment. Too rarely do researchers mea-
sure multiple judgments, and when they do, they often average them. Future research needs to
complete the missing cells, measure blame for impurity violations and dilemmas (e.g., Malle et al.
2015), and compare multiple judgments for the same violations (Kneer & Machery 2019, Leloup
et al. 2018, Patil et al. 2017).

But we need to be cautious. Asking multiple questions in the same study does not guarantee
that people will makemultiple distinct judgments.Nor does asking a face-valid question guarantee
that participants will provide the specific judgment the researcher had in mind. Below I present
samples of interpretational challenges in past findings in which the intended and actual judgments
may have come apart.

First, some evaluation probes can be problematic. Evaluation is such a general process that
probing valence without indication of the intended moral meaning may not actually measure a
moral judgment. For example, measures of (dis)approval (e.g., Van Dillen et al. 2012) may pick
up a good deal of general discomfort or weirdness (Gray & Keeney 2015) rather than a genuine
moral judgment.

Second, questions of interpretation arise when norm judgments are used for unintentional
behaviors (e.g., Kneer &Machery 2019, Young et al. 2012). In one study, psychopaths and control
participants judged a large number of events on a scale from “permissible” to “forbidden” (Young
et al. 2012).However, a quarter of the events contained bad accidents, and these were the events on
which the two groups differed: Psychopaths rated the accidents as more permissible. It is unclear
what it means that an accident is (im)permissible, so people may have evaluated not the accident
itself but rather the person’s action that preceded the negative event.Control participantsmay have
“transformed” (Royzman & Hagan 2017) the permissibility scale into a blame judgment, which
can assess unintentional outcomes. Psychopaths did not seem to perform such a transformation,
but they might make similar judgments when directly asked for blame judgments.

Third, wrongness judgments, too, can be ambiguous. Margoni et al. (2019) found that older
adults gave harsher wrongness judgments than younger adults for stimuli introduced as “actions,”
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but half of these stimuli were unintentional outcomes. If wrongness is not well suited for judging
unintentional events, participants may have transformed the wrongness probe into blame judg-
ments, and the age difference may have arisen from differential preventability considerations for
blame. This is actually consistent with Margoni et al.’s hypothesis and the results of their study 2,
in which negligence inferences (that the agent could and should have prevented the outcome but
did not) were the primary driver of the age difference. The suspicion that participants translated
wrongness into blame judgments is also consistent with the fact that their wrongness judgments
showed the same pattern as their punishment judgments, which are typically parallel to blame,
whereas wrongness normally diverges from both punishment and blame (Cushman 2008).

It would be false to conclude that these examples reflect the unreliability of people’s moral
judgments. Instead, they should encourage us to consistently and clearly formulate questions that
elicit just the judgments we theorize about. Study participants are adaptive and eager to interpret
our questions within the communicative context we place them in. But if the question or response
options do not fit the task or stimuli, people will reinterpret the question (Laurent et al. 2019)
or select the least objectionable option (Guglielmo & Malle 2010). Moreover, to make sense of
the presented narratives, participants actively infer the agents’ mental states that are neither men-
tioned nor intended to be inferred (Royzman & Hagan 2017), just like they do for any narrative
(Graesser et al. 1994). This is the reality of complex human social and moral cognition, and our
methods must fully live up to this complexity (Supplemental Appendix 7 offers some recom-
mendations for sharpening our current methods).

Moral Intuitions

If there are multiple classes of moral judgments, then what are moral intuitions? For some schol-
ars, all moral judgments originate in intuitions: “Moral judgments appear in consciousness auto-
matically and effortlessly as the result of moral intuitions” (Haidt 2001, p. 818); “we must build
our moral judgments and arguments from the raw materials of our moral intuitions” (Clark &
Winegard 2019, p. 13). Mikhail (2011, p. 113) challenged such a conception of intuition, for it
does not specify how a morally significant event causes an intuition. Now that we have identified
an array of judgments from basic evaluations to complex blame, we can consider the following
candidate specifications of moral intuitions. Either such intuitions precede all moral judgments
(i.e., they are prior to evaluations), or they are one of these judgments.

Considering the first possibility, it is difficult to see what morally relevant process could pre-
cede 300-ms fast evaluations. Instead, more plausible is the second possibility—that intuitions are
themselves evaluations. Haidt (2001, p. 818) characterized evaluations as examples of moral in-
tuition: “One sees or hears about a social event and one instantly feels approval or disapproval.”
Similarly, Clark & Winegard (2019, p. 14) cite “breeding dogs is bad” as a moral intuition. How-
ever, because evaluations are often not moral, a constraint would have to be added to the notion
of moral intuitions as evaluations: Relevant norms must be invoked to morally evaluate an event
(Cameron et al. 2017), so moral intuitions must, at a minimum, evaluate something as morally bad
in light of some relevant norm (otherwise, the intuition could simply be a dislike). Suchmoral eval-
uations would be likely to arise effortlessly, automatically, and fast—properties typically ascribed
to intuitions, moral or otherwise (Haidt 2001, Kahneman 2013).

We may then ask what information moral intuitions as evaluations could or could not deliver.
At this stage of processing, they might code for simple causality (De Freitas & Alvarez 2018) and
for intentionality of visibly performed behaviors (Decety & Cacioppo 2012), thus conforming
to Mikhail’s (2011) suggestion that moral intuitions must provide some structural representation
of a behavior. But qua evaluations they do not incorporate the agent’s specific reasons and do
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not provide counterfactual assessments of preventability; they provide a starting point for such
higher-level judgments, which require additional information processing.

A second possibility is that moral intuitions are norm judgments—such that one simply knows
what one should or should not do. Some prohibitions may be intuitive in this sense, such as in
the case of action aversion (Cushman et al. 2012), where certain actions are felt to be aversive and
impermissible because of a strong reinforcement history (Crockett 2013). However, it is more
difficult to see prescriptions as intuitive; instead, they may often counteract intuition in that they
replace an intuitively preferred behavior with a socially accepted one (e.g., standing in line instead
of walking up to the counter; keeping a promise that one would rather break).

The third possibility is that moral intuitions are wrongness judgments. This covers the most
frequent use of the term, as most studies on impurity violations probed wrongness judgments
and often assumed the intuitive quality of those judgments. However, if the earlier analysis of
moral wrongness judgments is correct, then we must grant such wrongness “intuitions” at least
three cognitive processes: activating the relevant norm, assessing that the person acted intention-
ally, and judging that the action violated the norm. If wrongness judgments also incorporate the
agent’s reasons, then moral intuitions would, too; and if wrongness judgments do not apply to
unintentional violations, moral intuitions would not, either.

Finally, if we designated blame judgments to be intuitions, then the term intuition would lose
its intended meaning, because blame judgments, as we have seen, are grounded in a great deal of
information processing about intentionality, justification, preventability, and so on—just the kind
of processing typically excluded from intuition.

In summary, if intuitions are to be fast and largely automatic, then they appear to resemble
evaluations. Such intuitions do not provide very rich information, and substantially more pro-
cessing is needed to arrive at further moral judgments. Intuitions would then be the beginning
of moral judgments but would not constitute all of moral judgment. If we grant intuitions more
information processing (by equating them with norm, wrongness, or blame judgments), then they
become increasingly powerful but also figure to be less automatic and arguably to involve consid-
erable reasoning—precisely the construct they were meant to replace (Haidt 2001).

But perhaps it is counterproductive to ask where intuitions are located within the layering of
moral judgments. If we instead identify properties that intuitions are expected to have (e.g., speed,
inaccessible origin, affective feel, automaticity), then we can empirically determine which class
of moral judgment has which intuitive properties. We need not even expect that each class has a
fixed profile of these properties; instead, each can show some properties but not others, depending
on moral domain, stimulus prototypicality, or social demands. Intuition then becomes a process
characterization, applicable to various moral judgments rather than reified to be one of them.

Moral Dumbfounding

The nature of moral intuitions is often tied to the hypothesis that people display “moral dumb-
founding” (Haidt et al. 2000), usually defined as the “inability to justify” (Haidt & Björklund 2008,
p. 197) one’s moral judgment or the tendency to maintain such a judgment in the “absence of sup-
porting reasons” (McHugh et al. 2017, p. 1). In the original procedure to test this hypothesis, an
experimenter interviewed participants, exposed them to strongly norm-violating scenarios, probed
for people’s moral responses, and asked them to explain their responses (Haidt et al. 2000). The
researchers coded the interviews for several variables, such as participants’ hesitations, so-called
unsupported declarations (e.g., “It’s just wrong to do that!” or “That’s terrible!”; Haidt et al. 2000,
p. 9), and their self-declared inability to explain their responses. The two initial studies did not
provide data on the actual frequency of such statements, but a recent replication did. The authors
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of this study (McHugh et al. 2017) classified two of the above dumbfounding responses: unsup-
ported declarations (“it’s just wrong”) and explicit admissions of having no reasons. Aggregating
across several studies (see Supplemental Appendix 8), 32% of participants who called a given
scenario wrong provided one or more dumbfounding responses for this scenario.

This rate of dumbfounding is surprisingly low, given that the experimental procedure requires
the interviewer “to undermine whatever reason the participant put forth in support of his/her
judgment or action” (Haidt et al. 2000, p. 7). Thus, participants’ initial explanations of why, say,
incest between siblings is wrong were always challenged, and answers that referred to harm were
explicitly rejected. Critics of this procedure note that people’s concerns about actual or potential
harm in fact dominate their justifications, so the researchers’ decision to undermine or reject these
concerns distorts the results (Gray et al. 2014, Royzman et al. 2015, Stanley et al. 2019). In partic-
ular, participants in studies by Royzman et al. (2015) and Stanley et al. (2019) very much believed
that there was potential harm in the violation scenarios (including incest), and the degree of these
beliefs predicted people’s wrongness judgments. Furthermore, directly manipulating the salience
of such harm potential increased wrongness judgments (Stanley et al. 2019).

An important question here is what counts as a reason or justification for one’s moral judgment.
Haidt, McHugh, and colleagues do not accept a norm statement (“because it’s incest”) as a reason
but deem it an unsupported declaration, whereas Stanley et al. (2019) firmly consider it a rea-
son. Statements such as “it’s just wrong” are arguably merely restated wrongness judgments; but
identifying the actual norm that the behavior violated is a fitting candidate for justifying the judg-
ment. It roots the wrongness judgment in one of its constitutive components: a norm judgment,
in addition to the obvious evaluation (see Table 1).

Considering all classes of moral judgment, from evaluation to blame,we can explore each judg-
ment’s potential justifications. Little justification is available for evaluations, except by pointing
to salient positive or negative features of the stimulus. But this is true for all evaluations, not
just moral ones. Liking a painting or disliking beets can hardly be justified, by laypersons or by
scientists. Norm judgments, too, are difficult to justify, but sometimes harmful consequences or
underlying values will be salient (“it’s a sign of respect”; Stohr 2012). It would seem to be an unrea-
sonable standard, however, to expect people to justify norms in terms of philosophical principles
like utilitarianism or the doctrine of double effect, or to give a cultural history of how certain
norms emerged in their community.

Wrongness judgments, if cast as evaluations of an intentional action that violates a norm, can
be justified by reference to intentionality or the violated norm. By contrast, the social demands on
justifying blame judgments, and the justifications available for them, go much further (Malle et al.
2014,Voiklis &Malle 2018). If a person cannot point to the causal, intentional,mental, or counter-
factual information that grounded their blame judgment, their conversation partner would rightly
consider the judgment unjustified and challenge it with specific information arguments—“but she
didn’t do it intentionally” or “I couldn’t possibly have anticipated this.” Consistent with this hy-
pothesized readiness to justify one’s blame judgments, Bucciarelli et al. (2008, study 3) found that
people had no trouble explicating their blame judgments in a think-aloud protocol, and neither
did participants in Voiklis et al.’s (2016) study of postjudgment explanations.

Dual-Process Models Reconsidered

The year 2001 marked the publication of two highly influential articles in the new moral psychol-
ogy literature. One (Haidt 2001) inspired the questions in the previous two sections; the other
(Greene et al. 2001) inspires the question in this section: whether moral judgment stems, like
many other psychological responses, from the reconciliation of two competing processes—an
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Deontological:
describes an ethical
theory in which
actions are inherently
right or wrong
according to moral
rules, independent of
their outcomes

Utilitarian: describes
an ethical theory in
which actions are right
or wrong because of
the positive or
negative consequences
they bring about

automatic emotional one and a controlled cognitive one. Greene and colleagues answered this
question in the affirmative and proposed a model in which early and fast emotional processes
lead to deontological moral judgments (presumed to be based on inflexible rules) and slower con-
trolled processes lead to utilitarian moral judgments (presumed to be based on considerations of
consequences).

Greene et al.’s (2001) specific model had an enormous impact on moral psychology research,
but it has increasingly been criticized for (a) an invalid identification of deontological and utili-
tarian assessments with, respectively, automatic and controlled processes (Kahane 2012, Rosas &
Aguilar-Pardo 2019); (b) the reduction of deontological/utilitarian assessments to action/inaction
judgments in moral dilemmas (Gawronski et al. 2017); and (c) model-disconfirming evidence in
neural data (Demaree-Cotton & Kahane 2018, Klein 2011), reaction time data (Gürçay & Baron
2017), and cognitive load data (Bago & De Neys 2019, Sauer 2012). Though the sheer volume
and consistency of this recent critique are compelling, most critics left two foundational premises
untouched: that moral judgment is a choice between deontology and utilitarianism in the first
place and that a dual-process model can be tested on permissibility probes of moral dilemma sce-
narios. These premises, I suggest, have impeded an evaluation of process considerations in moral
judgment.

A general dual-process model of moral judgment would propose that, when a moral judg-
ment is made, two processes are triggered that compute the available information and that can be
characterized by the bundle of features associated with the general two-systems view in psychol-
ogy (Sloman 1996). The negative evidence cited above disconfirms the two-systems predictions,
but only for permissibility judgments, and only in moral dilemmas tailored to the deontological/
utilitarian dichotomy. The results say nothing about the full breadth of human moral judgments.
The framework presented here moves the deontological/utilitarian dichotomy to the side (as it
concerns normative commitments, not the psychological processes underlying moral judgments)
and clears the way for investigating which classes of moral judgments—from evaluations to blame
judgments—are formed by which combinations of processes.

The processes to consider for such an investigation may be grouped within a two-systems
frame, but we may want to delay talk of two systems until more comprehensive data about the
moral domain become available. Most fruitful would be to ask first to what extent the classes of
moral judgments are characterized by the range of core process properties (automaticity, speed,
sensitivity to new information, involvement of core affect, etc.) and then assess how these proper-
ties cluster.

The key advance would be to examine each of these process properties for each of the classes of
moral judgments.We would examine, separately and jointly, evaluations, norm judgments, wrong-
ness judgments, and blame judgments (and perhaps more), using all available methodological tools
and a full range of stimuli.Methods would include verbal judgments, reaction times, cognitive load,
process dissociation, physiology, brain imaging, emotion induction, andmore. Stimuli would range
from pictures to videos, from verb phrases to narratives, from observed to experienced violations.
Stimulus content would vary violations of specific norms to broader values, illegal and nonille-
gal, mild to severe, from first-person and observer perspectives. And morally relevant information
would be manipulated or its inferences measured, including causality, intentionality, mental states
and their justification, and the obligation and capacity to prevent unintentional negative outcomes.

I must leave it to the research community to apply these rich methodological tools to the dis-
tinctions amongmoral judgments reviewed here—and,more broadly, to the fundamental question
of what out there in the world gives rise to which morally relevant mental processes, in what order,
and with what sensitivity, flexibility, and social consequences. The framework I presented here is
not a complete theory but rather draws the outlines of multiple small theories about each of the
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judgments and their constituent processes, eventually merging into one broader theory of moral
judgment that the next decade may bring forth.

SUMMARY POINTS

1. Prototypical moral judgments are evaluative responses to a norm-violating event accom-
panied by varied information processing about the event. However, the diversity of what
has been called moral judgment suggests that it is not just one phenomenon but many.

2. The four main classes of moral judgments are evaluations, norm judgments, moral
wrongness judgments, and blame judgments. Building on these judgments, moral per-
ceivers also make inferences about a person’s moral character and dole out punishment.

3. Evaluations are fast, graded assessments of how good or bad an event is, but they take
only limited moral information into account. Norm judgments designate a behavior (of-
ten future and intentional) as permissible, prescribed, or forbidden. Moral wrongness
judgments determine that a norm-violating intentional action was performed that lacked
justification.

4. Blame judgments are flexibly applied to both intentional and unintentional violations.
They are graded assessments that take numerous pieces of information into account: the
violated norm, the agent’s causal contribution, and the agent’s intentionality and possible
justifications (reasons) for the chosen action or, in the case of unintentional violations,
counterfactual beliefs about how the person could have and should have prevented an
unintentional negative outcome.Because of the costs of blame, the communitymay scru-
tinize blame judgments for their accuracy more than any other judgment class.

5. Punishment, not only in its legal but also in its social form, is a moral sanction that builds
on blame but is distinct from it.Research suggests that punishment is not as frequent as is
sometimes claimed, and people punish primarily when they are the victim of a violation
and when the costs are low.

6. This framework helps guide the proper measurement of moral judgments, the nature
of moral intuitions, the status of moral dumbfounding, and the prospects of a dual- (or
multi-) process model of moral judgments.

7. A successful investigation of the full range ofmoral judgments will require a commitment
to use a variety of methodological tools, a wide array of stimuli, and systematic variations
of their content features. Grounded in such research, a comprehensive theory of moral
judgments is likely to emerge.

FUTURE ISSUES

1. One unexplored area is the diversity of norm judgments people make: not only what is
permissible but also what is expected, obligatory, forbidden, and so on.Little research has
addressed the psychological interpretations of these norm judgments (e.g., in contrast to
axioms of classic deontic logic).

2. The social functions of the different classes of moral judgment are not well under-
stood, in part because moral judgments are rarely studied in their communicative and
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interactive contexts (e.g., teaching someone a norm, expressing one’s outrage, negotiat-
ing blame).

3. Researchers must overcome the strong habits of studying permissibility judgments for
moral dilemmas, wrongness judgments for purity violations, and blame and punishment
for most other violations. Different types of moral stimuli must be crossed with the
different classes of moral judgments, enabling generalizability as well as insights into the
unique use and functions of these different judgments.

4. Innovative measurement approaches are needed to probe multiple classes of moral judg-
ment without allowing the probes to collapse into a single blended judgment. We need
measurement tools that keep apart judgments that are semantically similar but psycho-
logically distinct.

5. A comprehensive theory of moral judgment must build on the accumulating knowledge
of different classes of moral judgment and integrate them into a theory of dynamic in-
formation processing, flowing from detecting and evaluating a moral event all the way
(and in loops) to expressing blame, initiating repair, or inflicting punishment. The vague
concept of moral intuitionmay then be replaced by a process account of multiple distinct
moral judgments.

6. Another rich set of research questions derives from the hypothesis that the major classes
of moral judgment stand in a hierarchical relationship. In addition to questions of pro-
cessing depth and speed, a possible developmental order would be intriguing to study.
Evaluations may develop very early; in light of learned norm representations, wrongness
judgments are possible; and once processing of intentions for wrongness is mastered,
blame for unintentional violations can be refined.
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Method:  I searched PsycINFO for journal title (e.g., JN "Emotion") and TI "moral*", vs. no restriction on title, with Publication Dates of 2000-2009 vs. 2010-2019. 
Results: Compared to a 1.5-times increase in nonmoral articles between the decades, moral-related articles increased by a factor of 4.0, which is 2.7 times larger.

Table 1.1 Counts of articles with "moral" in their titles, in 15 psychological journals during 2000-2009 and 2010-2019, compared to all articles and nonmoral ones

2000-2009 2010-2019 2000-2019 2000-2009 2010-2019 2000-2019 2000-2010 2011-2020 2000-2020
British Journal of Psychology 1 5 6 390 583 973 389 578 967
British Journal of Social Psychology 7 20 27 381 500 881 374 480 854
Cognition 15 67 82 1,044 1,945 2,989 1,029 1,878 2,907
Cognition and Emotion 6 19 25 645 1,334 1,979 639 1,315 1,954
Cognitive Science 1 13 14 407 814 1,221 406 801 1,207
Current Directions in Psychological Science 3 17 20 627 768 1,395 624 751 1,375
Emotion 3 19 22 530 1,314 1,844 527 1,295 1,822
European Journal of Social Psychology 4 35 39 646 892 1,538 642 857 1,499
Journal of Experimental Psychology: General 1 29 29 373 1,069 1,442 372 1,040 1,413
Journal of Experimental Social Psychology 12 73 85 918 1,499 2,417 906 1,426 2,332
Journal of Personality and Social Psychology 25 36 61 1,514 1,324 2,838 1,489 1,288 2,777
Judgment and Decision Making 6 24 30 176 517 693 170 493 663
Personality and Social Psychology Bulletin 9 56 65 1,327 1,238 2,565 1,318 1,182 2,500
Psychological Science 17 36 53 1,530 2,296 3,826 1,513 2,260 3,773
Social Cognition 4 11 15 318 351 669 314 340 654
All Journals 114 460 573 10,826 16,444 27,270 10,713 15,984 26,697

Table 1.2 Factor of increase in articles from 2000-2009 to 2010-2019
Journal name  Moral  Nonmoral Abbrev.
British Journal of Psychology 5.0 1.5 BJP
British Journal of Social Psychology 2.9 1.3 BJSP
Cognition 4.5 1.8 Cog
Cognition and Emotion 3.2 2.1 CogEmo
Cognitive Science 13.0 2.0 CogSci 
Current Directions in Psychological Science 5.7 1.2 CD
Emotion 6.3 2.5 Emo
European Journal of Social Psychology 8.8 1.3 EJSP
Journal of Experimental Psychology: General 29.0 2.8 JEP:G
Journal of Experimental Social Psychology 6.1 1.6 JESP 
Journal of Personality and Social Psychology 1.4 0.9 JPSP 
Judgment and Decision Making 4.0 2.9 JDM
Personality and Social Psychology Bulletin 6.2 0.9 PSPB 
Psychological Science 2.1 1.5 PS 
Social Cognition 2.8 1.1 SocCog
All Journals 4.0 1.5

Journal name 2000-2009 2010-2019
British Journal of Psychology 0.3% 0.9%
British Journal of Social Psychology 1.8% 4.0%
Cognition 1.4% 3.4%
Cognition and Emotion 0.9% 1.4%
Cognitive Science 0.2% 1.6%
Current Directions in Psychological Science 0.5% 2.2%
Emotion 0.6% 1.4%
European Journal of Social Psychology 0.6% 3.9%
Journal of Experimental Psychology: General 0.0% 2.7%
Journal of Experimental Social Psychology 1.3% 4.9%
Journal of Personality and Social Psychology 1.7% 2.7%
Judgment and Decision Making 3.4% 4.6%
Personality and Social Psychology Bulletin 0.7% 4.5%
Psychological Science 1.1% 1.6%
Social Cognition 1.3% 3.1%
All Journals 1.1% 2.8%

Appendix 1.  Rise of articles featuring the term moral  in their titles since 2000

Articles with "moral" in title All articles in time span Nonmoral articles

Table 1.3 Percentage of articles with "moral" in title out of all articles 0
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Table 2.1 Summary of continuous and categorical use contexts for different classes of moral judgment and two comparisons terms
Evaluation Wrongness

bad required mandatory prohibited forbidden  permissible acceptable wrong tall impossible
% Continuous out of total 38.37% 0.09% 0.28% 0.10% 0.37% 0.80% 5.42% 1.30% 24.03% 1.11%

 % Categorical out of total 0.18% 0.27% 1.77% 0.63% 1.14% 2.43% 3.74% 1.37% 0.05% 8.75%

Continuous/Categorical Ratio 216.3 0.34 0.16 0.16 0.33 0.33 1.45 0.95 476.3 0.13

Table 2.2 Counts of continuous and categorical uses, broken down by collocates, for different classes of moral judgment and two comparisons terms
Evaluation Wrongness

Phrase bad required mandatory prohibited forbidden permissible acceptable wrong tall impossible
more x (than) 88,025 27 15 1 9 9 779 420 6,918 103
less x (than) 132 10 5 0 0 3 91 56 13 25
as x as 5,707 3 3 0 4 1 15 152 948 71
equally x 142 3 0 3 3 1 52 19 12 34
very x 6,083 1 2 1 2 0 53 1,330 775 9
how x 5,998 2 4 0 3 1 18 787 540 150
pretty x 2,724 0 0 0 0 0 6 13 68 34
particularly x 414 1 0 0 3 0 1 24 22 1
especially x 220 2 0 1 3 0 0 7 16 1
extremely x 172 0 0 0 0 0 0 18 40 1
quite x 125 2 0 0 0 3 89 167 71 164
incredibly x 109 0 0 0 0 0 0 21 11 2
rather x 65 2 0 0 0 0 0 5 35 9
exceptionally x 41 0 0 0 0 0 0 0 19 0
fairly x 40 1 0 0 0 0 4 0 22 9
unbelievably x 36 0 0 0 0 0 0 9 0 0
extraordinarily x 26 0 0 0 0 0 0 7 12 0
increasingly x 28 27 1 1 2 0 12 5 3 29
x or not 25 12 0 2 3 3 20 477 4 7
almost x 4 25 30 1 6 0 6 4 3 3,483
become x (+ lemmas) 81 31 129 9 11 9 156 20 6 620
practically x 1 12 6 0 1 0 3 1 0 291
simply x 76 31 0 4 7 7 0 397 1 211
absolutely x 12 76 24 18 40 2 4 301 0 189
completely x 16 2 0 9 19 3 42 922 0 143
fundamentally x 12 2 0 1 0 0 0 255 0 23
inherently x 117 1 0 0 0 0 0 213 0 20
entirely x 44 0 2 0 0 7 21 200 0 28
obviously 51 18 0 0 0 0 1 168 0 39
definitely x 29 13 0 1 0 0 4 115 1 5
intrinsically x 17 0 0 0 0 0 0 50 0 3
certainly x 19 18 0 0 1 8 12 41 4 10
unequivocally x 4 0 0 0 1 0 0 8 1 0
perfectly x 1 0 0 0 0 16 503 15 0 3
CONTINUOUS 110,087 81 30 7 29 18 1,120 3,040 9,525 642
CATEGORICAL 509 241 191 45 89 55 772 3,187 20 5,075
Total # in COCA 286,875 90,304 10,809 7,161 7,833 2,263 20,648 233,477 39,643 57,981

tall 476.3 8.895575282
bad 216.3 7.756762742
acceptable 1.45 0.53682598
wrong 0.95 -0.068127695
required 0.34 -1.573039333
forbidden 0.33 -1.617752436
permissible 0.33 -1.611434712
prohibited 0.16 -2.684498174
mandatory 0.16 -2.670538232
impossible 0.13 -2.98276262
Note: Reference terms in bold face
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Appendix 2.  Terms of moral judgment in continuous or categorical use (COCA analysis)

Method:  To determine what it means to show continuous vs. categorical use, I first selected two comparison terms — one that is arguably continuous, namely tall , the other that is 
arguably categorical, namely impossible .  I inspected their most frequent pre-collocates (adverbs and other phrases that directly precede the term) and thus accumulated a first set of 
continuous vs. categorical collocates. These included on the continuous side: more x (than) , very x , as x as , how x ; on the categorical side: almost x , become x , x or not  .  Then I 
inspected frequent collocates of the moral judgment target terms and added ones that seemed meaningfully to imply continuous use (e.g., pretty x , extremely x ) vs. categorical use (e.g., 
completely x , simply x ).  In the 1-billion Corpus of Contemporary American English (COCA) I then looked up the raw frequencies of each collocate-target pair and computed the percent of 
continuous out of total use and percent of categorical out of total use.  Because these percentages differ as a function of other dominant uses of the terms I also computed a ratio of 
continuous over categorical comparisons.  

Results: The data patterns suggest that (a) bad is used as a continuous concept similar to the comparison standard of tall ; (b) most norm judgments (e.g., required, forbidden, 
permissible ) are used as categorical concepts similar to the comparison standard of impossible, though acceptable  has a notable continuous use pattern as well; (c) wrong  shows both 
continuous and categorical uses but lies much closer to categorical norm judgments than to continuous evaluations.  The reader is invited to delete the most frequent collocates for each 
moral judgment term to see that the results are robust over particular selection decisions. However, a more systematic analysis is needed that is grounded in linguistic theory and 
establishes inter-rater agreement for the classification of a given collocate as indicating continuous vs. categorical use.  
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e eaar TypS oSuc Pdi ngtxYtI ldNNitml sBtH ltdtm Ids  to have an abortionfffYqdYtNOdPgtY tYqOthqxNPt

MgtPOdYqtmxYqxstHxROtiOdlgt(tt) ldNNitml sBt tw<5t(tT YtI ldNNitml sBt0F5t(tEO9OsPgt%5t(tT ✓

F eaav uLuE MOsOldYx sg )gftNxsOg  is using )lgftLNdlO PtdsPtYqxgtxgtdNmdigt tI ldNNitml sBt tdhh lPxsBtY tYqOtOYqxhdNt9lxshx9NOt HtlOg9OhYtH lt9Olg sg ✓
w eaaw )uM uIOlxhd gYdYOgt Ht9l 9 lYx sdNxgItYqdYtxYtdYYOI9YgtY tQRgYxHittI ldNNitml sBt tactions by a good intentionftcqxgPtntlOBlOYtY ✓
v eaaw )uM uIOlxhd QRgYxHxOPtSitdt9l 9 lYx sdYOtlOdg sPtYqOitdlOts YtgdixsBtYqdYttI ldNNitml sBt  actions (ex objecto) can be justifiedtSitYqOtOsP ✓
0 eaaw TypS SdsTldsLql s lives of unborn babies to be a choicetSOhdRgOtxYtxgttI ldNNitml sBt tdsPtSOhdRgOtYqOtsdYx stYqdYtPOgYl igtxYgti RsBtPOgYl ig ✓
% eaa% )uM cn)y 9dihqOhOftusPtYqOsthdIOtYqOthNxshqOlUtVnYtxgttI ldNNitml sBt tdsPtxsPOHOsgxSNOtnot to pay federal workers.tntP tsMY ✓
r FWe0 TypS LS) sxY l Xpqith RsYlxOgtdlOtmdNNxsBtYqOIgONROgtxstYtdsPt YqOlgt RYZtSOhRlxYitqdmOgt

YlRI9OYtYqOtxI9dhYt Htwallstt st stopping or detecting infiltratorst[thlxYxhgt
gOOtYqOItdgttI ldNNitml sBt tdsPtxsOHHOhYxROPtQRgYtPxROlYxsBt9O 9NOtY tdNYOlsdYxRO

✓

< FWWW TypS LqxhdB (t\utN Yt Ht9NdiOlgtHOONt]dlONOithas done nothing tI ldNNitml sBt tdsPtxgtSOxsBt9RsxgqOPtSitYqOtTLuutdsPtYqOtIOPxdP ✓
a eaae Ŝ_ ` LTTaLl ggHxlO cqOgOt9O 9NOtdlOthONOSldYxsBts Yt sNitYqOxlt9l hNxRxYiPtxYtgOOIgtY tIOPtYqOit

dlOthONOSldYxsBtmqdYtYqOitP ftntIOdsPti RtqdPtxsti Rlth NRIstdS RYt  sOt
m Idstmq tqdPtHdNNOstxstN ROtmxYqtds YqOltm IdsfttT mPtdBdxstYqOtLqRlhqt

YOdhqOgtYqdYtxgttI ldNNitml sBt tdsPtxYtgOOIgtmqOsti RtHNdRsYtYqdYtxstHl sYt HtYqOI

RsxsYOsYx sdNt

eW eaaW TypS SdsTldsLql s `RmdxYftpdltxgts YtYqOtdsgmOlft(tnYtxgttI ldNNitml sBt tdsPt9 NxYxhdNNitxsOb9OPxOsYtY tsacrifice the lives oH ✓
ee FWWa TypS ugg hl̂Ogg YqOtuse  of  embryos  for cell researchtdI RsYtY tYqOtPOgYlRhYx st HtqRIdst

NxHOtdsPtdlOttI ldNNitml sBt tdsPtgq RNPtSOtSdssOPtSitNdmft(tcqOth sYldlitdlBRIOsY ✓

eF FWWr Ŝ_ ` T^ca) lsxsB nHtg IOYqxsBtxgtI ldNNitml sBPtNOYMgt 99 gOtxYftcqOtq sOgYtdlBRIOsYtxgtntP sMYt
YqxsOtxYXabortion Zdgt tI ldNNitml sBt tdsPtg IO sOth RNPtYdOOtYqdYt9 gxYx stdsPtYqOstQRgYxHi ✓

ew FWWw uLuE nsgYlĝihq 9ldhYxhOgtYqdY discriminated against European AmericanstdsPtYqOlOH lOt
mOlOtS YqttI ldNNitml sBt tdsPtRsh sgYxYRYx sdNftcqxgtNOBdNtgqxHYtdmditHl It]l ms ✓

ev FWW0 Ŝ_ ` T^caucL m lOtdBdxsgYt the death penaltyPtmqxhqtgqOtSONxOROgtxgtS YqttI ldNNitml sBt tdsPtRsh sgYxYRYx sdNft̂lOQOdstxgtdtc IdstLdYq NxhtsRs ✓
e0 FWW< uLuE cqO N BSYRP  Sexual  actsttYqdYttdlOts Yt9dlYt HtdstdhYt HtIdlxYdNth xYRge PtdlOttI ldNNitml sBt tSOhdRgOt\YqOitdlOtOggOsYxdNNithN gOPtY tlO9l PRhYx st\ f ✓
e% eaa0 )uM uYNdsYxh dYYdhOt st9RsxgqIOsYftNOtlOQOhYOPt punishmentts YtSOhdRgOtxYdgt tI ldNNitml sBt tSRYtSOhdRgOtxYtP OgtsMYtm lOftfpftNftuRPOs ✓
er FWW% uLuE NRIdsxgY gt(tnt 99 gOtYqOt death penalty s YtSOhdRgOtxYtxgttI ldNNitml sBt tSRYtSOhdRgOtxYtxgtxsOHHOhYxROtdsPtPdsBOl RgftT RlYqOlI lO ✓
e< FWe0 TypS EOsROl dtmass shooting for terrorist reasonstm RNPtSOth sgxPOlOPt tI ldNNitml sBt tSitg hxOYiPt̀xsBtgdxPft]RYtYqOtYOll lxgYtIditYqxsO ✓
ea FWev Ŝ_ ` LTT IOdgRlOPtY PdiPtQRgYtw0t9OlhOsYtgdxP  smoking marijuanatxgttI ldNNitml sBt th I9dlOPtmxYqtrWt9OlhOsYtSdhOtxstea<rft_ROltYqOtsObY ✓
FW eaar TypS oSuc Pdi 9lOBsdsYtm IOstRsPOlB t9lOsdYdNtYOgYxsBt HtYqOxltHOYRgOgftngtxYttI ldNNitml sBt tH ltdtm IdstY t have an abortiontxHtYOgYxsBtxsPxhdYOgtdsi ✓
Fe FWW0 TypS N RgY s dstOYIdxNtY tYqOtN RgY stLql sxhNOft\nYtm RNPtSOt tI ldNNitml sBt tH l the execution to go forwardtxHtYqOtQRlitPxPtsMY ✓
FF eaav Ŝ_ ` nsPahxISdRBq xgtRsdhhO9YdSNOtdI sBtYOOsgt ltdsiS PitONgOft HomosexualitytxgttI ldNNitml sBt tqOtgdigtY YthdNNgt)xhqdONtidhOg stgxggxHxOPftNOtdPI sxgqOg ✓
Fw FWWv TypS LS) sxY l uIOlxhdtMgt9OlhO9Yx st HtBdISNxsBftN mth RNPt gamblingtSOt tI ldNNitml sBt txHtgYdYOtB ROlsIOsYtmdgtP xsBtxYgt\ et(tc SOlY ✓
Fv eaav uLuE MOsOldYx sg I PONtxgtY tlOg9 sPtY tYqOtxsYRxYxROtgOsgOtYqdYtg IOYqxsBtxgttI ldNNitml sBt txstdtBxROstgxYRdYx sftyYqxhdNt9l SNOIgtP ts Yth IOtmxYq RsPOYOlIxsdSNO
F0 eaae TypS pdgq̂ gY gYdsPxsBtxstYqOtSdhOBl RsPtdsPtmdYhqxsB  racist practicestmdgtNxOOtmdYhqxsBt

dt9RSNxhtgY sxsBftntRsPOlgY  PtYqdYtmqdYtm RNPtSOt tI ldNNitml sBt txstEdNNdgt lthxROl9  Ntmdgts tPxHHOlOsYtqOlOftntqdP ✓

F% eaar TypS N RgY s tntSONxOROtYqO intimacy that goes on between two consenting adults xgt
YqOtSRgxsOggt HtYq gOtdPRNYgtdsPtgq RNPts YtSOtgqdlOPtmxYqtYqOtm lNPftusPt
Og9OhxdNNits YtmxYqt Rlti RYqft(tLqdgYxYit] s tqdgtYqOtlxBqYtY t9l I YOtYqOt

Bdith IIRsxYitYql RBqtYqOtI RxOtdsPtYONORxgx stxsPRgYliPtSRYts YtY tYqOt
ObYOsYt HtgqdlxsBtxsYxIdhitmxYqtRxOmOlgtmq tqdROts th sYl Nt ROltmqdYtxgt

SOxsBt9l PRhOPft(tcqOlOtxgtg IOYqxsBt tI ldNNitml sBt txstN NNim  PtdsPtnt9lditxYthdstSOth llOhYOPtSOhdRgOtYqO

✓

Fr eaa< uLuE S hxdNcOglhq tntmdsYtY t9l 9 gOtdtBOsOldNtYOgYtH ltPOhxPxsBtmqOstdsPtmqOYqOltYqOtYOdhqxsBt
 HtdtSONxOHtgigYOItY thqxNPlOstxgtI ldNNitPOHOsgxSNOftjttnHtxYtxgtOROltYqOthdgOt

Yqdt teaching this system to childrentmxNNtIOdstYqdYtNdYOltxstNxHOtYqOith IOt
Y tq NPtSONxOHgtYqdYtYqOitm RNPtI gYtNxOONits YtqdROthq gOstH ltYqOIgONROgtxHt

YqOitqdPtdhhOggtY tdsitdNYOlsdYxROgPtYqOstxYtxgttI ldNNitml sBt t Htmq OROlt9lOgRIOgtY txI9 gOtYqxgtgigYOItdsPtY thq  gOtH l

✓

F< eaaw )uM uIOlxhd ftcqOitdlOtgdixsBtYqdYtan actionthdsts YtSOtQRPBOPt tI ldNNitml sBt tgxI9NitSitN  OxsBtdYtYqOtIdYOlxdNtqd99OsxsBPt ltdYtxYg ✓
Fa eaa< uLuE LqRlhqkSYdYO gq mstYqdYtYqOtSOROsYqYPdituPROsYxgYtLqRlhqt\YOdhqOgtYqdYtxYtxgttI ldNNitml sBt tY tbe a member of or pay dues to a labor ✓
wW FWee TnL ]O UusnsRxYdYx sSxs ftussdtqdPtY tdPIxYtdgtmONNtYqdYtxYtmdgt9l SdSNittI ldNNitml sBt tY  creep about someone 's housetNxOOtYqxgPt9OO9xsBtdsP ✓
we FWev Ŝ_ ` T b S YqtgxPOggtnYdgtNxOOti Rth RNPtgditxYdgt tI ldNNitml sBt tY tdeprive school choice or hurt small businesstmxYqtmdBO ✓
wF FWWF Ŝ_ ` LTTaLl ggHxlO ftngtxYtI ldNNitml sBgtTxsOYit9OlhOsYtgditxYtxgttI ldNNitml sBt tY tdo what you claim to have doneftT mP ✓
ww FWev )uM TdYMO B gNxYtYqOthdl YxPtdsPtQRBRNdlftcqOtSONxOHtYqdYtxYdgttI ldNNitml sBt tY teat animals xgtd99OdNxsBPtdsPtIdiSOtdgtdtg9OhxOg ✓
wv eaa0 uLuE NOdNYqS hxdNp 9l RxPOtgRHHxhxOsYtNOBdNt9l YOhYx stY tq g9xYdNgt ltYqdYtxYtxgttI ldNNitml sBt tY  ignore a family 's objections to donationtf _ROlhdgYP ✓
w0 eaaw TypS oSuc Pdi ftnYtqdgtY tP tmxYqtYqOtHdhYtYqdYtxYtxgttI ldNNitml sBt tY  oppress people SdgOPt sthqdldhYOlxgYxhgt ltSOqdRx l ✓
w% eaaF Ŝ_ ` L]SaSRs) ls xYtI ldNNitml sBtY  withdraw their aid PtdsPtxgtxYttI ldNNitml sBt tY tmxYqPldmtdxPtHl It9O 9NOtOdBOltY tm lO PtmqOstYqOlO ✓
wr FWW0 uLuE uIOlnsPxdsl ft(tugxPOtHl ItYqOgOth shOlsgPtYqOlOtxgtdNg tg IOYqxsBttI ldNNitml sBt tmqOstnsPxdsg are prevented from maintaining ✓
w< eaaW TypS pdgq̂ gY Sq lYYYOlItgdhlxHxhOgtdlOtsOhOggdlittotpreservetYqOtuIOlxhdstN sBYYOlIt

gYdsPdlPt HtNxRxsBPtSRYtYqOlOtxgts YqxsBttI ldNNitml sBt tmxYqtuIOlxhdft(tcqOt9RSNxhtdNg tSONxOROgtYqdYtNOgg ✓

wa eaae uLuE T lOxBsuHHdxlg T tgRhq  vast plan of quick conquesttqdPtOROltSOOstH lIRNdYOPtxstI POlst
qxgY liftu99dlOsYNitxYtsOROlt hhRllOPtY tYqOtdROldBOtid9dsOgOtYqdYtYqOlOt

mdgtdsiYqxsBttI ldNNitml sBt tmxYqtxYftid9dstMgtPxRxsOtIxggx stY tlOdNxmOtNdO O tnhqxR
✓

vW FWWw )uM S9 lYgnNN ÒsYRhOiftuPPOPt)xYhqONNPt\ntP tsMYtgOOtdsiYqxsBttI ldNNitml sBt tmxYq playing against Negroes, Indians, Russianst ltdsi ✓
ve FWWF uLuE cqO N BSYRP thomosexual genital actstdlOtdNmdigPt SQOhYxRONitg9OdOxsBP I ldNNitml sBt H lt\q I gOb RdNtdhYgtdlOtdNmdigt SQOhYxRONitORxNt\e ✓
vF FWee TypS LS) sxY l  lt]dO OOltq 9Ogft(t)dQ lxYiUt Gay behaviortgYxNNtVtI ldNNitml sBt t(tcqOtYlRYqtxgtYqdYtYqOtRdgYtIdQ lxYit HtORdsBONxhdNgtY ✓
vw eaa< uLuE LqRlhqkSYdYO pqOstYqOtYqO hldYtxIdBxsOgtYqdYtgqOth RNP SOtdtRxhYxIt H religious 

persecution PtgqOtgq RNPtgOOtYqdYtYqxgtIxgH lYRsOtm RNPtSOts YtIOlONit
9dxsHRNPtSRYtdNg tYqdYtxYtm RNPtSOttI ldNNitml sBt tfdhh lPxsBtY tqOlt msth I9lOqOsgxROtP hYlxsOeftSqO

✓

vv FWeF TypS pdgq̂ gY YqdYtmqxNOt sNitFwt9OlhOsYt HtuIOlxhdsgtSONxOROtdivorcetY tSOttI ldNNitml sBt PtaFt9OlhOsYtSONxOROtxYtxgtxII ldNtH ltdtIdllxOPtIds ✓
v0 eaa< Ŝ_ ` T b aN L YqOitSONxOROthOlYdxstYqxsBgtdlOtgxstXlOHOllxsBtY tabortion ZPtdsPthOlYdxstYqxsBgt

dlOttI ldNNitml sBt PtdsPtSOhdRgOtYqOitOb9lOggtYqOxltRxOm9 xsYgPtYqOitdlO ✓

v% eaar Ŝ_ ` T^cacdNOTdYx s
YqdYtmOtY  Ot HtldhOtmdgtgxI9NitYqxgUtxYtmdgttI ldNNitml sBt

PtdsPtxYtSOhdIOtgRSgOnROsYNitxNNOBdNPtY  discriminate against 
peoplet stYqOtSdgxgt HtldhO ✓

vr FWW< uLuE hdm^RSNxh ̂N  RYNdmxsBtabortiontxgtY t9OlgRdPOtYqOtuIOlxhdst9O 9NOtYqdYtxYtxgttI ldNNitml sBt PtdsPtYqOtHxlgYtgYO9tY mdlPtdhh I9NxgqxsBtYqdYtxgtdtIdggxRO ✓
v< FWW0 uLuE hdm^RSNxh ̂N

YqOlOtdlOtg IOtgOlx RgtI ldNtml sBgtYqdYtqdlIts t sOPtdsPtYqdYtYqRgtIdit
SOt9l qxSxYOPPtdsPtYqOlOtdlOtg IOt serious harms to otherstmqxhqtdlOts YttI ldNNitml sBt PtdsPtYqRgtgq RNPts YtSOt9l qxSxYOPft_sOth RNPP

✓

va eaaw )uM uIOlxhd

 Rlth sPRhYtP Ogts YtSitYqdYtROlitHdhYtIdOOtYqOt action tI ldNNitml sBt

PtdgthOlYdxstYldPxYx sdNtH lIRNdYx sgtgR99 gOPftcqOtdhYx stSOh IOgt
I ldNNitml sBtmqOsPtdNNtYqxsBgth sgxPOlOPPtYqOlOtxgts Ytdt
9l 9 lYx sdYOtlOdg stxstYqOtdhYtQRgYxHixsBtYqOtPxgRdNROf

✓

0W FWWF Ŝ_ ` LTTa ̂NxYxhg xstYqOtSxlYqt HtdtqRIdstSOxsBPtSONxORxsBtxYtxgttI ldNNitml sBt PtSRYtdtsdll mtIdQ lxYitd99l ROt Ht cloningtY tdxPtIOPxhdN ✓
0e eaaW TypS TocxIOg sdYx stYqdYts mtPdlOgtY tassert its freedomtxgts YtIOlONittI ldNNitml sBt PtSRYtBO 9 NxYxhdNNitRsg RsPftnYtSlOdOgtYqOtPOI hldYxh ✓
0F eaaF Ŝ_ ` u]La]lxsONOi dtB  PtlOh lPt HtgdixsBtYqdYtchildren out of wedlocktxgttI ldNNitml sBt PtH ltYqOtlxhqtdgtmONNtdgtH ltYqOt9  lP ✓

Appendix 3.  The term morally wrong  takes almost exclusively intentional actions as its object
Method: I searched for instances of the term "morally wrong" in COCA (https://www.english-corpora.org/coca/) in 2016.  Of the 580 instances, I requested a random sample of 100, 
and these are shown below.  I then classified each object of moral wrongness (what was designated "morally wrong") as intentional, unintentional, or undeterminable.  When the 
excerpted text around the search term was too short to clarify what the object of wrongness was, I inspected the wider text in the original source and included it below.  For three 
instances, no determination of intentionality was possible (e.g., mainly because the use was abstract or underspecified).  

Table 3.1 One hundred randomly selected instances of morally wrong  in COCA and the intentionality of the object of wrongness

Result:  1 our of 100 instances binds "morally wrong" to an unintentional behavior (shown in red below).  96 are arguably intentional (shown in green), 3 are undeterminable (grey).



53 2011 SPOK Fox_Five [corporations…] would often move to a state where they don't deal with 
unions. That is against the law. It’s something it’s wrong. It’s  morally wrong , historically wrong. In this case, I will give

✓

54 2001 MAG Jet in hope. Not only is profiling by race or religion  morally wrong , it distracts us from bringing the perpetrators to ✓
55 1998 SPOK NPR_Morning seduce us with Seahaven 's charms, too. It’s  morally wrong , it’s baldly deceptive, it’s fabulously false, undeterminable
56 1998 SPOK Fox_Sunday [Clinton] was less than candid about this private act [with Monica Lewinski]. 

It was wrong,  morally wrong , perhaps legally wrong. JACKSON: It did not come ✓

57 1993 SPOK CBS_Morning that the homosexual lifestyle is not acceptable, that it’s  morally wrong , that homosexuals, indeed, are not entitled to ✓
58 1991 NEWS WashPost government judges and told them enough was enough: It’s  morally wrong , the lawyers said, for the state to try to ✓
59 2010 SPOK Fox_Beck to a bill that federally funded abortions, because it’s  morally wrong , they thought. They were called the “Stupak 13 ✓
60 2001 ACAD TheologStud policy may therefore prove to be as unworkable as it is  morally wrong , ultimately serving only those whose goal is unlimited ✓
61 2015 SPOK ABC What happened to Rachel and Logan [being used by police as 

"confidential informants"] was wrong. It’s  morally wrong . And the system needs to change. ELIZABETH-VARGAS# ✓

62 2000 FIC Bk:HighFive Ranger leaned closer and lowered his voice. " Let me explain my work ethic 
to you. I do n't do things I feel are  morally wrong . But sometimes my moral code strays from the norm. ✓

63 1993 NEWS USAToday Church congregation. The church says homosexuality is  morally wrong . CONNECTICUT HARTFORD - Four girls, ages 9-14, have ✓
64 2000 SPOK NPR_TalkNation 56 percent of Americans believe that homosexual behavior is  morally wrong . Earlier this month, in an emotional and divisive vote ✓
65 1994 MAG ChristCentury When I asked Butler if his department engaged in teaching values through 

any of its activities, he told me that in some of their youth education efforts 
they stressed that some things are  morally wrong 

. For example: Smith and Wessons are [= using guns] not the 
way to solve problems.

✓

66 1995 SPOK NPR_Weekend adamantly opposed to sex before marriage because he thinks it is  morally wrong . He also believes cohabitation has contributed to the ✓
67 2008 MAG America in this way be eliminated. “Such euthanasia is always  morally wrong . Here the church insists on the important distinction ✓
68 2010 MAG Ms into submission by threatening their sacramental life is  morally wrong . However, the Catholic Church 's history of opposing ✓
69 1999 ACAD SocialResrch We do not have chattel slavery because the precipitate of our historical 

experience has determined it to be  morally wrong . However, we have religious toleration because we have ✓

70 1995 MAG TIME Opposing sides, each consisting of trusty comrades, have lined up and 
fired. The salvo:  You 're wrong-and not only that, you 're  morally wrong . If Washington plays the naked power game, if Los

undeterminable

71 1992 NEWS SanFranChron share by the end of 1992. This political-economic bullying is  morally wrong . In fact, under worldwide agreements the United States ✓
72 2008 ACAD TheologStud moral teaching that homosexual acts are intrinsically  morally wrong . In recent years, however, some have challenged this ✓
73 2003 MAG NatlReview not their responsibility, and therefore punishment of them is  morally wrong . It is the kind of argument that liberals use because ✓
74 1993 MAG America obvious if the object is characterized in advance as  morally wrong . No theologian would or could contest the papal statement ✓
75 1998 ACAD AfricaToday that racism, segregation, and second-class citizenship were  morally wrong . Nyerere espoused a citizenship based on the principle of ✓
76 2005 MAG USCatholic ethic does not in any way explicitly condemn all war as  morally wrong . One of the heroes of the Old Testament is Joshua ✓
77 1995 ACAD AcademicQs homosexual conduct to be (like adultery and dishonesty)  morally wrong . Professor Nussbaum 's testimony was, however, by her ✓
78 2001 SPOK CBS_Sixty To just proceed to kill somebody who has no concept of whats 

happening, who does nt understand, who isnt being punished by it -- I 
mean,  theres a line thats just  morally wrong .  ! STAHL: Carla Ryan vows to press

✓

79 2000 ACAD AcademicQs , but will instead sometimes label their actions as being  morally wrong . Suppose, for example, a father beats his children ✓
80 2000 SPOK CNN_LiveSun 40 percent of the 1,200 people surveyed said [engaging in/conducting] the 

Human Genome Project would be harmful, but 47 percent said it was not  morally wrong . The practical use of genome research could come sooner ✓

81 1993 SPOK CBS_Morning than half of the public thinks that the homosexual lifestyle is  morally wrong . They do n't believe even in, sort of, ✓
82 2010 SPOK CBS_NewsEve [talking about a law that will give Joe Arpaio "the tools to step up his efforts to 

combat the flood coming across Arizonas border with Mexico."] MAYOR-
PHIL-GORDON: It -- its just  morally wrong . We -- this country isnt about having people wear armbands

✓

83 2012 ACAD Futurist says Whitby. “Prohibition would, on balance, be  morally wrong . What is morally right is building and employing such ✓
84 1997 SPOK Ind_Springer  I can understand freedom of speech and things like that, but that is so 

wrong, and that is  morally wrong 
. You do n't need to use a little child that lost her life […] for 
entertainment. It's wrong. ✓

85 1994 MAG Ms  I didn't want to rush in with too little evidence, but if any women had reported 
rapes it [not doing anything] would have been  morally wrong . “As the final meeting neared, Gabriel, Hayn… ✓

86 1991 NEWS WashPost John Gutfreund would do anything at the edge of legality or  morally wrong . “# Such feelings are widely held by people who ✓
87 2007 NEWS Chicago can urge them to disobey segregation ordinances, for they are  morally wrong . “# That’s not what you hear from conservatives ✓
88 2003 NEWS WashPost all equally suffering. To ignore great groups of children is  morally wrong . “# The recommendation to leave Head Start as is ✓
89 1991 MAG NatlParks for a passionate belief -- that owning another human being was  morally wrong . # The best evidence of this dedication is the fact ✓
90 1991 NEWS Atlanta We believe that this discriminatory policy is contrary to the best interests of 

Westminster. We further believe that this policy, no matter how pure its 
religious purpose, is in practice anti-Semitic and  morally wrong . # The policy is not essential to its mission as

✓

91 2006 SPOK NPR_Morning issuing demands to the American people. It? s just  morally wrong . LUDDEN: Krikorian says the marches also created a ✓
92 1993 MAG America What would make a whole marriage ruled by the intention to avoid children 

through N.F.P. morally flawed is exactly what makes any act of 
intercourse that has been rendered sterile by some artificial birth control  morally wrong : the same anti-life intention. Surely, when N.F.P.

✓

93 2012 NEWS CSMonitor government ; most disagreed that homosexual relationships are  morally wrong  ; and few agreed that basic health insurance is a right ✓
94 1992 MAG Futurist zero. Fattening pigs and cattle on grains was viewed as  morally wrong  ; grains are for people, said “green “consumers ✓
95 1993 SPOK ABC_DayOne Part of what was wrong about that night was because you had to beat 

Rodney King as much as you did. Is that true? Mr. POWELL: We did. 
That wasn't wrong, as far as criminally wrong, but as far as society wrong, 
there should have been a better way SCHADLER What you're're saying is 

that you were technically right, but perhaps  morally wrong ? Mr. POWELL: Maybe. Maybe SCHADLER That’s a

✓

96 1991 SPOK CNN_Crossfire

moral dimension. Mr. BAUER: Do you think it’s  morally wrong 

? Mr. WOLTZ: What’s morally wrong? Mr. BAUER: Is it morally 
wrong for 13 and 14-year-olds to be having multiple sexual 
partners? 

✓

97 2002 SPOK CNN_Crossfire Here are the results [of a poll]. Is it morally acceptable to clone a human 
being ? Seven percent say yes. Is it  morally wrong 

? Ninety percent say it is morally wrong to do what you claim to 
have done. Is it ✓

98 2010 SPOK NPR_TellMore white friends make racial jokes, and I think that’s  morally wrong ? So, what would she say then? Do n't ✓
99 2008 MAG Esquire use it. “Is what was done to Jose Padilla  morally wrong ? “I really can not talk about that, however ✓
100 1996 SPOK CBS_Sixty  Did you ever, for one second, think you might be doing something 

wrong in any way -- not just legally -- that you might -- you might be doing 
something  morally wrong 

? Ms-CONNATY: No, I did not. [not letting father of child help 
raise the child]

✓



Table 4.1 Summary of categorized lay definitions of morally wrong

Coded category

Norms 17 57%
Intentionality 12 40%
Harmful consequences 11 37%
Bad 7 23%

Table 4.2  All lay definitions morally wrong and the categories into which they were classified
Verbal response to the question "what 
did morally wrong mean to you?" Intentionality Norms Bad Harmful consequences Other unclassified
If the action was intentional and caused 
harm to someone else.

1 1

Anything that would generally be seen as 
frowned upon

1

Against the will of God 1 will of God
Moralizing is when you view an action as right 
or wrong. Morally wrong means it is 
something considered "wrong" by societal 
expectations of what moralization is. 

1

Doing something that society dictates is bad. 1 1

Bad or not of a good nature or consideration of 
others.

1

If it hurts someone else, sometimes even 
accidentally, it is morally wrong.

1 even accidentally
It means in the morals an values of your  
beliefs how would you rate the person's 
actions accordingly. 

1

Morally wrong to me means something that 
someone did that is completely wrong, 
horrifying, or damaging to others. 

1
horrifying

Morally wrong to me means that the action is 
considered bad in society and is looked 
down upon.

1 1

It means bad behavior, bad character. 1 character
That it was not right that the person 
intentionally did what they did 

1 1

It hurt somebody with malice intent for the 
most part. If it hurt a lot of people by accident, 
then it's still wrong.

1 1
even accidental

Something that violates societal norms of 
ethical behavior

1

Something bad that was done intentionally or 
irresponsibly. 

1 1 evil
When the person action was just downright 
mean spirited or evil

1

Something that we as humans can all 
universally agree on as bad.

1 1

Was it wrong to do by hurting someone else. 1

If a person did something that harmed another 
purposely it's definitely morally wrong.

1 1

that what the person did was wrong, un-ethical, 
not the good or right thing to do.

1

Morally wrong took factors like intentionality 
and degree of harm into account. That's how I 
defined it. 

1 1

If it went against all that we believe, if it 
personally hurt someone, was very very bad.

1 1 1

Knowingly committing a moral indescretion 1 1
Doing something God would disapprove of, 
not accidents unless the accidents were 
people being really careless.

1 1
God disapproves

IIf others wouldn't do it or if it wasn't 
accident

1 1

Appendix 4.  Lay definitions of morally wrong

How many of 30 participants mentioned 
something falling under the category

Method: We prompted participants who had made judgments of illegal and nonillegal violations this way: 
"In the question you answered —“Do you think what the person did is morally wrong?” —what did morally wrong  mean to you?"
Results: The lay definition of morally wrong combines evaluation (bad, harmful) with reference to norms for intentional behaviors. Evaluations are 
directed either at the action itself or its consequences; combining the two facets into one leads to a count of 17 (57%) for evaluations.



Whether it was appropriate to do or not, and if 
it caused harm to someone else.

1 1

Morally wrong meant socially unacceptable 
and/or unlawful behavior.

1

Deliberately causing real harm is definitely a 
confident morally wrong. Accidental harm is 
more gray, and causing no one harm isn't 
morally wrong.

1 1

accidental is gray
When someone did it on purpose and it 
endangered or negatively effected other 
people.

1 1

It was sinful 1

Total count out of 30 participants 12 17 7 11



Table 5.1  Summary of error rates and reaction times for labeling action descriptions as "morally wrong" across four studies

   Mean RT   
(in ms)

Percent participants 
with RT < 500 ms False alarms Misses

Detailed breakdown
Study 1.1 400 439 83% 195 682 34% 34%
Study 1.2 500 450 65% 173 727 32% 29%

Study 2 500 430 82% 163 698 33% 27%
Study 3 500 404 83% 142 665 39% 23%
Study 4 450 428 83% 178 678 24% 39%

Unweighted average 430 79% 179 679 32% 30%

Study 1.3 800 555 23% 394 717 10% 12%
Note.   RT = reaction time for judging words denoting actions as "morally wrong" or not, averaged for each person across multiple trials and blocks
Study 1.1-1.3 correspond to subsamples in Study 1 that varied in response deadlines of 400, 500, and 800 ms, respectively

Appendix 5. Aggregated Results from Cameron et al. (2017)
Cameron, C. D., Payne, B. K., Sinnott-Armstrong, W., Scheffer, J. A., & Inzlicht, M. (2017). Implicit moral evaluations: A multinomial modeling 
approach. Cognition, 158 , 224–241. https://doi.org/10.1016/j.cognition.2016.10.013

Response 
deadline (in ms)

Method.  Participants were presented with words selected to represent actions that are usually considered either morally wrong or morally 
neutral. For each word, participants had to judge whether the described action was morally wrong (M key) or not (Z key).  They were given a 
response deadline of 400 - 800 ms (depending on study), but all their responses, even those past the deadline, were accepted in the original 
article's calculations.  Two types of errors are possible in this design: Trials in which a neutral word is judged as morally wrong represent 
false alarms; trials in which a morally wrong word is judged as neutral represent misses.  I copied these error rates for Studies 1-4 (Tables 1, 
3, 5, and 7) into summary table 5.1 below, using the neutral-prime data only. (The authors' use of primes is not of relevance here.)   The 
original article did not report reaction times (how long it took to make moral wrongness judgments), but Daryl Cameron generously provided 
these data, and I included relevant summary statistics in table 5.1: mean RTs; how many people showed RTs of below 500 ms (averaged 
across 120 trials); and the estimated interval of 95% of participants' RTs  (M +/- 1.96*SD).  I grouped the studies that used 400-500 ms 
response deadlines together and aggregated them via an unweighted average, and contrasted them with one condition in Study 1 in which 
people had a 800 ms response deadline.  

Error Rates
Estimated 95% 

interval of RTs (ms)

Reaction Times

Results.  When the response deadline was between 400 and 500 ms, almost 80% of people made wrongness judgments in under 500 ms on 
average. At this speed, however, they showed average false-alarm rates of 32% and misses of 30%. When the response deadline was extended 
to 800 ms, people were still able to make wrongness judgments in 555 ms on average, now with reduced errors of 10% false alarms and 12% 
misses. 



Table 6.1 Summary of present-focused and past-focused uses of different classes of moral judgment

Tense
Present

Past
Total 

Present % of total
Past % of total

Present/past ratio

Present-singular only
Past-singular only

Singular p/p ratio
*  See Table 5.3 for a calculation of this ratio without the phrases "what's wrong" and "you're wrong," highly frequent but uniquely associated with wrong

Table 6.2  COCA counts of present tense and past tense forms of be + moral judgment target adjective, as declarations and negations

is bad 7433 is required 10098 is mandatory 598 is prohibited 891 is forbidden 802 is permissible 400 is acceptable 1860 is wrong 17061
's bad 5524 's required 675 's mandatory 103 's prohibited 34 's forbidden 141 's permissible 58 's acceptable 391 's wrong 25967
be bad 3021 be required 7491 be mandatory 299 be prohibited 578 be forbidden 217 be permissible 132 be acceptable 1192 be wrong 6905
are bad 3510 are required 7285 are mandatory 205 are prohibited 705 are forbidden 588 are permissible 122 are acceptable 579 are wrong 4285
're bad 736 're required 297 're mandatory 5 're prohibited 26 're forbidden 42 're acceptable 11 're wrong 4893
was bad 3797 was required 2848 was mandatory 148 was prohibited 252 was forbidden 552 was permissible 121 was acceptable 525 was wrong 15925
were bad 1033 were required 2453 were mandatory 60 were prohibited 243 were forbidden 411 were permissible 28 were acceptable 165 were wrong 3328
been bad 747 been required 566 been mandatory 25 been prohibited 100 been forbidden 162 been permissible 11 been acceptable 105 been wrong 1569 

present total 20224 25846 1210 2234 1790 712 4033 59111
past total 5577 5867 233 595 1125 160 795 20822

present-singular only 12957 10773 701 925 943 458 2251 43028
past-singular only 3797 2848 148 252 552 121 525 15925

Present/past ratio 3.63 4.41 5.19 3.75 1.59 4.45 5.07 2.84
Singular p/p ratio 3.41 3.78 4.74 3.67 1.71 3.79 4.29 2.70

's not bad 1447 is not required 1272 is not mandatory 112 is not prohibited 63 is not forbidden 26 is not permissible 61 is not acceptable 679 is not wrong 195
is not bad 389 's not required 95 's not mandatory 31 's not prohibited 2 's not forbidden 10 's not permissible 4 's not acceptable 229 's not wrong 221
is n't bad 577 is n't required 144 is n't mandatory 20 is n't prohibited 5 are not forbidden 9 is n't permissible 4 is n't acceptable 83 is n't wrong 114
're not bad 188 are not required 1087 are not mandatory 41 are not prohibited 30 is n't forbidden 6 are not permissible 7 are not acceptable 148 are not wrong 79
are not bad 160 are n't required 198 are n't mandatory 10 are n't prohibited 5 are n't 1 are n't acceptable 25 are n't wrong 46
are n't bad 238 're not required 92 're not mandatory 2 're not prohibited 2 're not acceptable 6 're not wrong 169
not be bad 71 not be required 469 not be 17 not be 52 not be 10 not be 10 not be 122 not be 99
be not bad 2 be not 1 1 be not 1
was not bad 115 was not required 243 was not mandatory 15 was not prohibited 14 was not forbidden 11 was not permissible 12 was not acceptable 121 was not wrong 90
was n't bad 638 was n't required 91 was n't mandatory 9 was n't prohibited 3 was n't forbidden 1 were not 2 was n't acceptable 35 was n't wrong 167
were not bad 51 were not 202 were not 5 were not 12 were n't forbidden 2 not have been 1 were not 39 were not wrong 29
were n't bad 231 not have been 9 not have been 2 have not been 1 were n't wrong 65
not have been  2 have not been 13 not have been 10
have not been 2 have not been 6

present total 3072 3357 234 159 62 87 1293 923
past total 1039 558 29 31 14 15 196 367

present-singular only 2413 1511 163 70 45 69 991 530
past-singular only 753 334 24 17 12 14 156 257

Present/past ratio 2.96 6.02 8.07 5.13 4.43 5.80 6.60 2.51
Singular p/p ratio 3.20 4.52 6.79 4.12 3.75 4.93 6.35 2.06

Table 6.3  Reanalysis of wrong  without the phrases "what's wrong" and "you're wrong"

Full set Subset Remainder By comparison
is wrong 17061 what is wrong 3923 13138 what is bad 137
's wrong 25967 what's wrong 20159 5808 30,058 what's bad 152
be wrong 6905 6905 18,285
are wrong 4285 you are wrong 1249 3036 you are bad 101
're wrong 4893 you're wrong 3722 1171 12.9% you're bad 286
was wrong 15925 what was wrong 1765 14160 7.8% what was bad 27
were wrong 3328 you were wrong 772 2556 1.64 you were bad 47
been wrong 1569 1569

 

Evaluation Norm judgments Wrongness
wrong

Appendix 6. Comparison of present-tense and past-tense uses of classes of moral judgments 

mandatory

Method:  I examined three classes of moral judgments: badness, norm, and wrongness judgments.  Because of the diversity of norm judgments I selected two prescription terms 
(required, mandatory), two prohibition terms (prohibited, forbidden), and two permission terms (permissible, acceptable).  To capture the temporal focus of these moral judgments (i.e., 
declaring that something is vs. was bad, is vs. was permissible, is vs. was wrong) I searched  the 1-billion Corpus of Contemporary American English (COCA) (as of 5/11/20) for 
instances of each moral judgment term that followed forms of the verb be — e.g., this was  bad, it's  forbidden, this must be wrong, it might've been  acceptable. I tabulated the raw 
frequencies of all relevant forms (see Table 5.2), broken down by present vs. past. I also separately tabulated singular (rather than plural) forms to ensure that any patterns hold across 
grammatical number.  I then computed the percent of present focus out of total uses and the percent of past focus out of total use, but because these percentages differ as a function of 
other dominant uses of the terms I computed a present over past ratio to make comparisons possible.   

prohibited forbidden

Results: Four main results emerge: (1) All examined moral judgment terms are two to five times more frequently used in present tense than in past tense. (2) Norm judgments have the 
highest present/past ratio (4.2 on average), but as one exception, forbidden has a surprisingly large number of past-tense uses. (3) Wrongness judgments have a lower ratio (2.8) and 
badness judgments are in the middle (3.5). (All of these differences are significant.) (4) Instances of the term wrong  include a  high number of cases of "what's wrong" and "you are 
wrong," which barely ever occur with other moral judgment terms.  If one considers these unique phrases that distort the comparison, an adjusted present/past ratio for wrongness can 
be calculated (Table 5.3), which is substantially lower, namely 1.6.  Similar adjustments for bad  are miniscule, and norm judgments are hardly ever paired with these terms.
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Adjusted present/past comparison

Negations

3.38
4,550

15,370

3.52
2.3% 7.1%

286,811
6,616

23,296
bad required

29,203
6,425

90,302

4.55

12,284
3,182

5.023.86

3.82

1,444
262

10,809
13.4%

2.4%
5.51

2,393
626

7,161
33.4%

8.7%

1,852
1,139
7,823

23.7%

permissible
799
175

2,263
35.3%

988
564

7.7%
4.57

14.6%
1.63

Adjusted present/past ratio
Adjusted past % of total

Adjusted present % of total

3,242
681
4.76

527
135
3.901.75

995
269
3.70

864
172

Declarations

5,326
991

20,649

16,182
2.69

60,034
21,189

233,420
25.7%

9.1%
2.83*

43,558

25.8%
4.8%
5.37



1 To test hypotheses about the differences among classes of moral judgments, a between-subjects approach (e.g., one group 
answering badness questions, another group answering blame questions) will often be best.  To compare these judgment 
conditions, however, variation across stimuli must be created (e.g., violations varying in severity and in 
intentionality/unintentionality) so that the different sensitivities of the moral judgments can be compared (rather than merely 
mean differences, which are rarely of interest).   

2 When a within-subject approach is adopted and different questions are posed to tap into different moral judgments (e.g., badness 
and blame), we must prevent participants from collapsing the different questions into one judgment.  We might (a) intermingle 
the target questions with a few other, nonmoral questions; (b) explain to participants why we ask the different questions and 
meaningfully mark their difference; (c) ask people before the task to reflect on what the judgments mean to them (e.g., "When you 
[judge something as bad]/[blame someone for what they did], how do you do that?" or "...what does this mean to you?").

3 Another approach to ensure differentiation among judgments is to train participants on the different judgments with examples, 
introduce distinct cue words, and present the cues (hence judgment questions) multiple times, in randomized order.  With a 
sufficient sample of stimuli, each probe can be presented multiple times while it remains unpredictable which judgment 
succeeds any given stimulus (Malle & Holbrook 2012; Smith & Miller 1983).

4 According to the presented framework of moral judgments, some moral judgments have preferred objects of judgment. For 
example, questions about permissibility are most meaningful when asked about intentional actions before they happen, while 
questions about moral wrongness are most meaningful when asked about intentional actions after they happened.  When 
participants are asked about the permissibility of unintentional violations (e.g., accidents), they might be confused, and the data 
may reflect different judgments from the ones that researchers asked for.  Participants will rarely volunteer their confusion, so we 
need to find out how people conceptualize the scenarios we present them with and what questions they most naturally ask 
themselves.  The next few recommendations are all targeted at this issue and may also have some ancillary benefits.   

5 Pretest what possible interpretations or questions people might have about a scenario, by asking them open-ended questions such 
as "what's going on here?"  "What's not right here?"  "What are you wondering about?"  Good dependent variables capture the  
observations, inferences, and questions people themselves have about a scenario.  If there is a mismatch, and the dependent 
variable doesn't match people's own conceptualization, then the data a very difficult to interpret.  For example, in Guglielmo and 
Malle (2010) we have proposed, and provided evidence for the proposal, that the well-known "side-effect effect" (Knobe, 2003) 
forces people to make an intentionality judgment (and they are willing to respond to the question) but that this is not the primary 
way people conceptualize the event (see also Laurent et al., 2015, 2019).  When participants are offered a wider range of 
judgments, it appears that intentionality is not what they are most concerned with.

6 Allowing participants to opt out of a question may be helpful in diagnosing possible mismatches between the researcher's 
intended question and people's own conceptualization.  Opting out must be costly for participants so that they go that route only if 
they really have a problem with  the question. For example, the opt-out could be "This question does not make sense to me 
because: ________," requiring a free-response answer). 

7 We have learned a lot from asking people to explain their judgments after they made them.  When they don't have access to the 
basis of their judgments, their answers will show that (e.g., short, uninformative, low consensus).  If they do have access, however, 
their answers will show that (e.g., elaborate responses, systematic themes, high consensus). 

8 Sometimes researchers use ambiguous terms in their measures and assume people interpret them in similar ways.  That should 
be demonstrated.  For example, what do people think about when we ask how much "punishment" a person deserves?  Do they 
think of social or legal punishment?  Punishment as inflicting pain or as teaching a lesson?  It may be useful to ask people to define 
their understanding of key concepts such as punishment at the end of the study (e.g., “When you made your judgments, what kind 
of ‘punishment’ were you imagining the person deserved?”).   Alternatively, one might provide definitions of concepts at the 
beginning of the study, to shape people's interpretations into a more consensual pattern (e.g., “By ‘punishment’ we mean fines or 
incarceration” or “…we mean social acts that hurt the other person”).

Appendix 7. Recommendations for measuring the                                                   
moral judgments we intend to measure
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Table 8.1  Average percentage of dumbfounded responses and reasons responses across four dilemmas

Dumbfounded 
Reasons

Dumbfounded 
Reasons

Table 8.2 Counts and percentages of all responses (dumbfounded, reasons, and others) across studies*

Study Category N percent N percent N percent N percent 
Nothing wrong 6 19.4 8 25.8 11 35.5 8 25.8
Dumbfounded 0 0.0 11 35.5 18 58.1 3 9.7

(admissions) 0 0.0 8 25.8 10 32.3 3 9.7
(declarations) 0 0.0 3 9.7 8 25.8 0 0.0

Reasons 25 80.7 12 38.7 2 6.5 20 64.5

Nothing wrong 14 19.4 4 5.6 12 16.7 15 20.8
Dumbfounded 13 18.1 14 19.4 18 25.0 14 19.4
Reasons 45 62.5 54 75.0 42 58.3 43 59.7

Nothing wrong 14 19.4 4 5.6 12 16.7 15 20.8
Dumbfounded 19 26.4 21 29.2 31 43.1 22 30.6
Reasons 39 54.2 47 65.3 29 40.3 35 48.6

Nothing wrong 21 20.8 10 9.9 31 30.7 24 23.8
Dumbfounded 12 11.9 19 18.8 16 15.8 16 15.8
Reasons 68 67.3 72 71.3 54 53.5 61 60.4

Nothing wrong 21 20.8 10 9.9 31 30.7 24 23.8
Dumbfounded 16 15.8 30 29.7 28 27.7 22 21.8
Reasons 64 63.4 61 60.4 42 41.6 55 54.5

* Study 2 is omitted because, by authors' own admission, it was flawed.  Results are displayed in Table 7.3 below

Heinz Cannibal Incest Trolley 

McHugh, C., McGann, M., Igou, E. R., & Kinsella, E. L. (2017). Searching for moral dumbfounding: Identifying measurable 
indicators of moral dumbfounding. Collabra: Psychology, 3(1, Art. 23) , 1–24. https://doi.org/10.1525/collabra.79

Percent out of total 
responses

Heinz Cannibal Incest Trolley 

14.4
Average percent 

19.5
Average percent 

33.9
Average percent Average percent 

26.5

82%

57.540.062.165.6

Study 1 

Study 3a (critical 
slide) 

Study 3a (coded) 

Study 3b (critical 
slide) 

Study 3b (coded) 

68%

Appendix 8. Aggregated Results from McHugh et al (2017)

Total
Average percent 

23.6
56.3

32%Out of dumbfounded 
and reasons only

27%48%34%18%
73%52%66%




